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Introduction 

Time-resolved, two-dimensional infrared (2D-IR) spectroscopy 

is a powerful technique that has provided insights into the 

structure and function of a range of proteins1–5, enzymes6,7 and 

DNA8–10 by studying the dynamics of the vibrational energy 

landscape of the sample. 

Modern 2D-IR spectrometers, such as the LIFEtime 

instrument11 at the CLF, are capable of acquiring individual 

spectra within seconds and can obtain time-resolved 2D-IR 

measurements within a few minutes. This means that the 

expanded information content of 2D-IR spectroscopy is now 

available from a measurement that takes the same time as a 

conventional infrared absorption spectrum, paving the way for 

larger 2D-IR studies across a broader range of analytes and 

samples. In parallel with development in 2D-IR instrumentation 

however, there is a growing demand for high throughput-data 

analysis tools that are able to summarize and reduce the 

spectroscopic output relevant to a particular research question. 

Many research studies investigate the effects of one or more 

systematically controlled factors within their experiment: How 

does a specific target molecule like a protein interact with a 

range of drug candidates? How does a specific drug candidate 

interact with a range of proteins? The outcome of these 

experiments is dictated by the particular choice made for each 

factor (which drug candidate and protein is being used) and the 

variance between the results usually builds the foundation for 

any further interpretation: Drug candidates 1, 2 and 3 give 

similar results when added to protein 2 and therefore interact in 

a similar fashion with the protein. It is possible to use this 

specific, experimental design to separate spectral features 

within a set of 2D-IR spectra according to the previously well-

defined factors using ANOVA-PCA12 (Analysis of variance 

combined with principal component analysis). This approach 

allows us to study the effect of each factor on the 2D-IR 

spectrum individually and gives an insight into whether certain 

combinations of factors return common spectral features. 

The combination of ANOVA-PCA and 2D-IR has recently been 

demonstrated in a study featuring a dataset of 2016 2D-IR 

spectra9 taken from 12 different oligomer DNA sequences in 

the presence/absence of DNA minor-groove binding molecule 

Hoechst 33258. It was shown that ANOVA-PCA enables fast 

differentiation between the ligand interactions of different DNA 

sequences. The following description is designed to illustrate 

how the ANOVA-PCA algorithm can be applied to a 

generalized 2D-IR research problem. 

 

Experimental design, data formatting and preprocessing 

Suppose there are two factors A and B, for example protein and 

drug, which determine the outcome of a 2D-IR experiment (see 

Figure 1). Each of these will contain a certain number of 

controlled parameters (i parameters, ai, in A; j parameters, bj, in 

B). The number of 2D-IR spectra measured has to be exactly 

the same for each combination of the parameters in each factor 

A and B in order to use ANOVA-PCA. This ensures an equal 

weighting of each combination of A and B for the analysis. If 

time-resolved 2D-IR spectra were recorded, the outcome of 

each measurement will also depend upon the waiting time 

variable and an additional, third factor, T, with k time points tk, 

has to be considered.  

 

Figure 1 Schematic representation of the ANOVA−PCA 

method. A 2D-IR study is performed by introducing three main 

sources of variance into the dataset, factors A, B and T. The 

ANOVA step generates subsets of the data with variances 

attributable to each factor, effects due to combinations of these 

factors and a residual variance, ε (e.g., noise). Individual 

subsets are compared to residuals, ε, and analyzed using PCA to 

test for significance. 

A 2D-IR experiment will return two-dimensional spectra, which 

need to be reformatted in order to be used as an input for 

ANOVA-PCA. An individual spectrum can be concatenated 

into vector-form so that each pixel of the 2D spectrum is treated 

as an independent variable in the analysis. The complete dataset 

can then be represented by a large m-by-n matrix X with m rows 

as spectra xm, and n columns as individual 2D-IR pixels (Figure 

2(a)). Each spectrum should be clearly identifiable by a set of 
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labels (e.g. a, b, t) that correspond to the parameters used in 

each factor to generate the spectrum. 

Preprocessing techniques,13 such as PCA noise removal, 

Savitzky-Golay-Smoothing and normalization methods can be 

applied to improve the significance of the analysis results. It 

should be noted however that normalization methods across 

different waiting times will remove the kinetic information and 

should therefore be avoided. 

Figure 1. (a) Raw data formatted as an m-by-n matrix 𝑿 and its 

decomposition into factor matrices. Each row represents one 

2D-IR spectrum concatenated to form a vector. Blocks of color 

indicate averaged spectra in each factor matrix. (b) Schematic 

structure of the step-wise subtraction to calculate factor 

matrices. The algorithm allocates variance from the raw data 

based on their origin into several new matrices with the same 

dimensions by calculating averages. The residual matrix ideally 

just contains the variance between repeats (r). 

The ANOVA-PCA algorithm: ANOVA 

The algorithm is based on a publication by Harrington et al.12 

and the first step is a multivariate version of a three-way 

ANOVA that aims to separate the variance within the raw data 

matrix X according to the three pre-defined factors A, B and T. 

For each factor, a separate matrix with the same dimensions as 

X is sequentially generated and subtracted from X to obtain a 

residual matrix, ε. An ANOVA-PCA with three factors 

decomposes the raw data X according to the following equation: 

 

𝑿 = 𝑴 + 𝑨 +  𝑩 + 𝑻 
+ (𝑨𝑩) + (𝑨𝑻) + (𝑩𝑻) + (𝑨𝑩𝑻) 
+ 𝜺.     (1) 

 

Matrices A, B and T, contain 2D-IR responses that are only due 

to the parameter change in one factor. Additional matrices 

(AB), (AT), (BT), and (ABT), are generated for combinations of 

any of the three factors. These so-called interactions describe 

any variance that occurs in a specific combination of the main 

factors. While matrix A for example would contain the 2D-IR 

response of each protein averaged over all drug candidates, 

(AB) would only include variations from this average response 

due to specific drug-protein combinations. Matrix (AT) in this 

example would contain protein specific deviations from the 

average kinetics found in T. 

The matrices for equation 1 are calculated in a stepwise manner 

from the raw data X as shown in Figure 2(b). In the first step, a 

global average spectrum 𝑥̅ for all spectra in 𝑿 is calculated and 

a new matrix 𝑴 is generated. Matrix 𝑴 still has the same 

dimensions as 𝑿 but as shown in Figure 2(b), only contains 

repeatedly 𝑥̅ in every row. Subtraction 𝑿 − 𝑴 generates a 

residual matrix which is used in subsequent steps. In step 2, 

matrix A for factor A is being generated. All rows of 𝑿 − 𝑴 

that belong to the same parameter ai are averaged to give 

spectra 𝑎̅𝑖. These i average spectra 𝑎̅𝑖 are repeated according to 

their dedicated rows to form matrix 𝑨. The subtraction 𝑿 −
𝑴 − 𝑨 then results in a new residual matrix containing reduced 

variance. In the next step, 𝑿 − 𝑴 − 𝑨  is used to calculate j 

average spectra 𝑏̅𝑗 , thus forming matrix 𝑩 accounting for 

variance due to factor B. 𝑿 − 𝑴 − 𝑨 − 𝑩 is then used to create 

matrix 𝑻 in which all spectra with a common waiting time (tk) 

are averaged. This is subtracted in turn to account for the delay 

time factor T. This step-wise subtraction is repeated for all 

possible interactions between the three factors, so that (AB) will 

consist of 𝑖 ∙ 𝑗 unique spectra (𝑎𝑏)̅̅ ̅̅ ̅̅
𝑖,𝑗, (AT) will consist of 𝑖 ∙ 𝑘 

unique spectra (𝑎𝑡)̅̅ ̅̅ ̅̅
𝑖,𝑘 and so on. The last subtraction will result 

in residual matrix 𝜺, which theoretically contains only variance 

between repeats and instrumental noise. 

It should be noted that the result of the stepwise subtraction is 

only independent of the order of the subtracted factors if the 

number of spectra analyzed is exactly the same for each 

parameter of each factor. Each parameter combination will then 

have the same weighting during the analysis and matrix X can 

be described as a balanced dataset. This implies that if any of 

the measured spectra were to be excluded, for example because 

of unusual high scatter artifacts, an additional number of spectra 

will have to be excluded accordingly to maintain a balanced 

dataset. 

The ANOVA-PCA algorithm: PCA 

Once the matrices for factors and interactions are assembled, 

they can be tested for significance via PCA. The residual matrix 

ε represents any variance unexplainable by any of the factors 

and can therefore act as a reference for noise within the dataset. 

Any of the matrices obtained from the stepwise subtraction can 

be added back to the residuals, ε, and investigated via PCA. The 

PCA will transform this subset from possibly correlated 

variables (2D-IR pixels) into orthogonal principal components. 

The first few principal components describe the majority of the 

variance and if there is a significant, systematic 2D-IR response 

due to the parameter change of a factor, the first few principal 

components will retrieve this change. Otherwise, the noise from 

residual matrix ε, will dominate any systematic change and the 

first principal component will resemble random noise. 

Conclusion 

With the decomposition into subsets it is possible to study the 

2D-IR dataset step-by-step by examining the effect of 

individual factors and interactions. It is also possible to 

subsequently add more factors and interactions to the subset to 

gradually increase the complexity of the data analyzed and 

understand the origin of subtle differences. A detailed 

application of this to a proof-of-concept DNA-ligand 2D-IR 

screening experiment is described in a recent publication by 

Fritzsch et al.9 
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