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Introduction 

Plasma accelerators are getting much interest as they can 

provide much larger electric field than the conventional 

accelerators. The electric field they can produce is around 10-

100 GV/m and about 3 orders of magnitude higher than the 

conventional accelerators [1-3]. To make a plasma accelerator, 

a driver (e.g. short laser pulse [4], electron beam [5], or proton 

beam [6]) is fired into plasma to drive a wave, which is called 

wakefield. The wakefield behind the driver then provides the 

electric field to accelerate electrons. 

One main challenge in plasma wakefield experiments is 

inadequacy of diagnosing the plasma wakefield itself. The first 

technique was Frequency Domain Holography (FDH) [7]. It 

used a laser pulse co-propagating with the wakefield and 

measured the phase modulation induced by the wakefield. FDH 

successfully produced the snapshots of the wakefield. As the 

probe co-propagates with the wakefield, it integrated the 

wakefield density modulation along the propagation distance, 

and thus could not detect the evolution of the wakefield. 

Another recent technique is shadowgraphy [8] which fires the 

probe perpendicularly with the wakefield and measures the 

transverse profile intensity of the probe. This resulted spatially 

resolved plasma wakefield images, but it is hard to get the 

quantitative information from the results as the probe and the 

wakefield propagate with speed near the speed of light. 

In this report, we present a technique that could diagnose the 

plasma wakefield in spatially-resolved and quantitative manner 

by probing the wakefield with some angle. 

Theory 

It is well known that if light propagates in medium with 

spatially varying refractive index, it undergoes change in 

wavenumber. The frequency of the light stays constant as long 

as the refractive index does not change in time. However, when 

the refractive index of the medium changes in space and time, 

the light experiences shifts both in wavenumber and frequency. 

In plasma wakefield accelerator experiments, longitudinal 

waves of the plasma’s electron density are driven and propagate 

with speed close to the speed of light. This causes the electron 

density in the plasma varied in space and time, thus gives the 

different refractive indices in different position and time. 

If a laser pulse with frequency of 𝜔0 propagates in the plasma 

wakefield, part of the laser pulse gets frequency-shift, Δ𝜔, by 

the amount of [9, 10] 
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where 𝜔𝑝 is the plasma frequency, 𝑛 and 𝑛0 respectively denote 

the disturbed plasma density and initial plasma density without 

any disturbance. Variable 𝜁 = 𝑧 − 𝑐𝑡 is the moving longitudinal 

position where 𝑧, 𝑡, and 𝑐 are position and time in the lab frame 

and the speed of light in vacuum, respectively. By measuring 

the frequency change of the light, Δ𝜔, it is possible to obtain the 

modulated electron density profile, 𝑛, from equation (1). 

The case considered in this report is shown in Figure 1. A driver 

is fired into the plasma and drives a wakefield that propagates 

horizontally with phase velocity of 𝑢𝑝. A laser probe pulse with 

group velocity of 𝑣𝑔 is then fired into the wakefield with some 

angle, 𝜃. Moreover, the pulse is made long enough to cover 

several wavelengths of the wakefield. By crossing the probe 

pulse with some angle, one can choose the position in the 

plasma to diagnose. 

Assuming that the modulated electron density profile is 

cylindrically symmetric, the relation between pulse’s frequency 

modulation profile and the electron density profile is as below,  
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Here 𝑎 ≡ [(cos 𝜃 − 𝑢𝑝/𝑣𝑔)/ sin 𝜃] indicates how much the 

light is shifted longitudinally relative to the wakefield. The 

electron density modulation profile as function of radius from 

the axis, 𝑟, and the longitudinal position of the wakefield, 𝜁, is 

represented as 𝑓(𝑟, 𝜁) = (−𝜔𝑝
2𝑐/2𝜔0

2𝑛0) (𝜕𝑛/𝜕𝜁). The 

variable 𝐹(𝑦, 𝜁0) = (Δ𝜔/𝜔0)(𝑣𝑔 sin 𝜃) represents the 

frequency modulation of the laser pulse as function of 𝑦 and the 

longitudinal position of the laser, 𝜁0. The tilde hats denote the 

Fourier transform of the variables in 𝜁 or 𝜁0 direction. Details of 

the derivation of equation (2) can be found on [11]. 

Simulations 

Three dimensional particle-in-cell (PIC) [12] simulations have 

been performed using OSIRIS code [13] in SCARF and 

ARCHER machines. The simulations were performed to model 

the realistic conditions expected in the experiments and to 

Contact  m.kasim1@physics.ox.ac.uk 

Figure 1. The case considered in this report. The 𝑦-axis is 

coming out of the paper and not shown in the picture. 



check the accuracy of this diagnostic technique in simulations. 

In the simulations, we used plasma with density of 𝑛0 = 2 ×
1019 cm−3. For the driver, we employed a short electron beam 

which had a spherical Gaussian density profile with 𝜎𝑟 =
4.4 μm, peak density of 𝑛𝑒 = 0.33𝑛0, and momentum of 

𝑝/𝑚𝑒𝑐 = 45 × 103, where 𝑚𝑒 is the mass of electron. As a 

probe, a plane wave with wavelength of 400 nm, duration of 53 

fs, and normalized intensity of 𝑎0 = 0.01 is employed. The 

probe pulse crosses the wakefield with angle of 𝜃 = 20o. Slices 

of the probe pulse which crosses the wakefield at 𝑠 =
28, 39, 49, 60, and 67 μm after entering the plasma were taken 

to obtain the frequency modulation profile of the slices. 

The frequency modulation profiles obtained from the slices then 

were inserted into equation (2) to get the measured electron 

density profiles at the crossing points. These profiles were then 

compared to the density profiles obtained directly from the 

simulation. The former density profiles are called “measured” 

profiles, while the latter profiles are called “actual” profiles. 

Besides doing simulations for the baseline parameters, we also 

performed parameters scanning. The peak density of the driver 

beam was varied from 0.1𝑛0 to 0.35𝑛0, the angle from 25o 

down to 5o, and the probe’s wavelength from 260 to 800 nm. 

The actual and measured density profiles are then compared to 

see the accuracy of the diagnostics. 

Results 

For each simulation, the peak and trough values of the density 

modulation profiles were obtained. The comparison between 

peak and trough values of the measured and the actual density 

profiles for the baseline parameters is shown in Figure 2. The 

graph shows the peak and trough values from the measured and 

actual density profiles agree quite well. 

The next comparison was done by taking the mean value of 

amplitudes for various positions in the actual and measured 

profiles. The relative errors between the average values from 

those profiles are calculated to see the accuracy of the 

measurement. The amplitude is defined here as half of 

difference between the peak and trough values. 

First, the peak density of the electron driver was varied from 

0.1𝑛0 to 0.35𝑛0 while keeping the other parameters same as the 

baseline parameters. This was to cover the linear and non-linear 

regime of the wakefield where the wakefield amplitude varied 

between ~0.03𝑛0 and ~0.6𝑛0. The actual and measured 

amplitude values as well as the relative errors are shown in 

Figure 3 (a) and (b), respectively. Here it can be seen that no 

relative error exceeds 10%. 

The next comparison was done by varying the probe’s 

frequency from 9.8𝜔𝑝 to 30𝜔𝑝 for crossing angle of 20o and 

15o. The amplitude values and their relative errors are shown in 

Figure 3 (c)-(d).  The figures show that none of the relative 

errors for the tested case higher than 15% while most of them 

are less than 10%. 

Besides varying the amplitude of the driver and the probe’s 

frequency, the crossing angle was also varied between 5o and 

25o. The comparison results are shown in Figure 3 (e)-(f). In 

this case, the relative errors are still below 10% for 𝜃 > 10o. 

However, the relative errors increase much when the crossing 

angle gets smaller. This could happen because of diffraction. 

As the crossing angle is getting smaller, the interaction length 

between the probe and the wakefield is getting longer. If the 

probe pulse already diffracts while it is still interacting with the 

wakefield, the frequency modulation of the probe pulse gets 

smaller than it should be. In order to avoid this effect, the 

crossing angle should be large enough, or  

 sin 𝜃 >
𝜆0

√𝜋 𝑟𝑝

 (3) 

where 𝜆0 is the probe’s wavelength and 𝑟𝑝 is the wakefield’s 

radius. 

Conclusion 

We have developed a mathematical transformation and its 

inverse for the measurement of cylindrically symmetric 

wakefield density profile with non-perpendicular laser pulse 

using photon acceleration. The transformation can also be 

applied for more general case that involves cylindrically 

symmetric object with non-perpendicular probe. 

To check the accuracy of the diagnostic technique, 3D PIC 

simulations were performed for various wakefield amplitudes, 

crossing angles, and the probe’s frequencies. Most of the 

simulated cases show the relative errors of the simulated 

measurements do not exceed 10%, except for the small crossing 

angle where the diffraction gets more significant. By 

considering the constraints in this diagnostic technique, it is 

possible to diagnose the plasma wakefield’s electron density 

profile at a chosen point in the plasma. 
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Figure 2. The comparison of peak and trough values between 

the measured and actual density profiles. Squares and circles are 

peak and trough values taken from the measured density 

profiles from 5 slices of the probe, while the dots and plus signs 

are for the actual density profiles. The solid and dashed lines are 

the mean values of peaks and troughs from the actual profiles. 
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Figure 3. Comparison of the amplitude values between the measured and actual density profiles for (a) various peak driver beam 

density values and (b) the relative errors, (c) various probe’s frequencies and (d) its relative errors, and (e) various crossing angles with 

(f) its relative errors. 


