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PREFACE

Research and facility development work carried out in association
with the Central Laser Facility (CLF) in the year to 31 March 1987 is
reported. -

The CLF 1s funded by SERC through 1ts Science Board and Subject
Committees and operated by the Laser Division of the Rutherford
Appleton Laboratory (RAL) to provide advanced lasers for use by UK
University and Polytechnic research workers. Access to  the
facilities 1s through a competitive peer review system and demand for
facility use for o rated research projects is heavily
aversubscribed.

The high power Nd:glass laser (Vulcan) and KrF laser {Sprite) are the
major installatfons of the CLF and their scientific applications and
development are reported in Sectfon ‘A'. This has been a very
productive year in which the trend to greater diversity of
science has continued. XUV laser research has been especially
successful with the demonstration of Jaser amplification at the
shortest wavelength ever of 8.1nm. The 1ine focus facility developed
for the XUV Tlaser work has also been adapted to study laser plasma
interactions In plasmas of scale length relevant to laser fusion.
Single pulse X-ray sources have produced new results in microscopy of
Tiving cells, the first EXAFS of dense plasma and absorption
spectroscopy of fons 1In plasmas. A new plasma instability,
attributed to a Bénard convection mechanism, has been discovered and
novel measurement techniques have been developed in the ongoing study
of energy transport in laser 1irradiated targets. The KrF laser,
Sprite, has been operated for the first time with 6 beam optical
anguiar multiplexing to extract its energy in a 6-fold reduced pulse
length. Tests of picosecond pulse amplification in Sprite suggest it
has unique potential for high power output in this mode,

The work of the Laser Support Facility, which provides smaller lasers
both at RAL and on loan for multidisciptinary research in chemistry,
biology and physics is reported in Section 'B'. The LSF has been
expanded this year to provide more frequency tunable lasers in the

Joan pool and very productive and cost effective work 1In
photochemistry has been accomplished with them. The highlight of the
year however has been the large number of successful experiments
conducted with the new picosecond laser. Among these the study of
multiphoton fonisation on femtosecond timescale from Coulamb
explosTon of molecules is particularly interesting.

The successes achieved by visiting users of the facilities have
depended on their own ability and enthusiasm on the skills of their
many international collaborators and on the dedication and
professionalism of the staff of the CLF. I am pleased to record here
my sincere appreciation of all! their efforts.

M H Key
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INTRODUCTION
P T Rumsby (RAL)

The Central Laser Facility (CLF) is funded by the Science Board of
the Science and Engineering Research Council and in the year covered
by this report, April 1986 to April 1987, its allacatlon was
£3.07 M.

The Science Board has provided the Facility for research whose major
themes are:

~High Density Plasma Physics
High Intensity Laser Plasma Interactions
Energy Transport in Laser Produced Plasmas
Laser Driven Implosions
X-Ray Lasers
Other Applications of Laser Produced Plasmas {(eg as
X-Ray sources)
G Applications of Short Pulse Frequency Tunable Lasers

MmO

The programme is managed by the Laser Facility Committee (LFC) whose
membership is given in Table 1. The LFC delegates responsibility to
the Rutherford Appleton Laboratory for the operation of the Facility.

The Laser Division of RAL used 58 man years of effort. Staff costs
and overheads used 47% of the allocation while facility operations
and minor development costs used another 44%. The remaining 9% of
the total allocation was spent on the Phase 1 programme of capital
facility development.

The major facilities provided by the CLF and a brief indication of
their principal scientific applications is given in Table 2.

The Nd glass laser VULCAN is the major facility and about 45% of
resources was used to support its programme of research by UK
Universities. '

The high power UV gas laser SPRITE has now been developed to the
point that at least 50% of 1ts time is used to provide UV picosecond
pulses of ultra high intensity and X-ray source facilities for
University work. About 20% of total operating resources were
committed to this work.

Multidisciplinary scientific applications of excimer lasers and
excimer pumped dye lasers by UK Universities are catered for by the
Laser Support Facility using 25% of resources. This alsoc operates a
picosecond laser system for photobioiogical applications at the CLF
and a laser loan scheme for University based experiments.

A target preparation service and a small group giving theoretical
support by maintaining computer codes support all CLF activities.

Use of the CLF by UK Universities 1is free of charge to those
successful in a peer review process. Research grants of typically
three years duration covering expenditure in University Laboratories
and research assistants' salaries may be obtained from the LFC by
application to SERC. LFC Grant holders are entitled to bid for time
on the CLF's lasers through a procedure described below.

A few percent of the time may also be allocated to bids for short
trial experiments from University researchers working in the Science
Board area who do not hold LFC grants.

The SERC encourages use of the CLF by industry or other organisations
on the basis of payment for the full cost of laser time. Such use 1s
1imited to not more than 10% of available laser time.

International collaberation in the research programme is particulariy
welcomed, either through collaborative participation in approved
experiments of UK University groups or through agreements negotiated
with the CLF and SERC.

Selection and scheduling of University experiments using the VULCAN
glass laser and SPRITE UV Taser is via-proposals to one of 4 Informal
specialist scientific groups which anyone may Jjoin. Each has a
University Chairman and am RAL secretary (Table 3)., Each group
discusses the experimental proposals and makes modifications,
improvements and collaborative suggestions. More formal proposals
based on these discussions are then submitted to an expert panel



which places sclentific priorities on the proposals. This panel is
chaired by the Scientific Programme Chairman and its secretary is the
Scientific Programme Coordinator. Its members include the five
Scfentific Group Chalrman, the Chairman of the High Power Laser
Scheduling Committee (HPLSC) and a representative of the LFC. A
draft schedule which includes as many of the high priority proposals
as possible (typically =<50% of proposals), 1is then prepared,
discussed and modified at a meeting of the more formal High Power
Laser Sclentific Programme and Scheduling Committee (HPLSPSC). Al
University staff members dinvolved in the programme have voting
rights, together with the group secretaries and programme
coordinator. The Committee is chalred by the Division Head of Laser
Division and is formally advisory teo him.

Scheduling of Laser Support Facility lasers is performed in a
different way. The LFC has delegated LSF Management duties to a
pane] whose membership is given in Table 4. Selection of experiments
requiring loan pool lasers or use of the lasers based at the CLF fis
carried out by this panel and scheduling is performed by an ad hoc
committee of users chaired by the Laser Division Head.

Scheduled experiments are supported by the operating budget of the
CLF which covers travel and subsistence costs for University users
and minor engineering work and other costs of experiments.

The experimental programme s -linked to theoretical work in
Universities which is supported by grants from the LFC and
coordinated by the Theory and Computation Scientific group.

There is a large and diverse community of University researchers
participating in the programme. They number over 150 staff and
research students. Most are physicists and chemists, but recently
there has been a rapid growth of participation from biologists.



TABLE 1

Membership of the Laser Facility Committee 1986/87

Professor G J Pert {(Chairman)
Dept of Applied Physics
University of Hull

Dr E H Evans *
School of Sciences
Preston Polytechnic

Professor M G Haines -
Imperial College of
Science and Technology
London I

Dr T A Hall
Department of Physics
University of Essex

Dr M H R Hutchinson *
Imperial College of
Science and Technology
London

Dr T AKing
Schuster Lab
Unfversity of Manchester

* until 31 August 1986
+ from 1 September 1587

Dr C L S Lewis *
Department of Pure and
Applied Physics

The Queen's University of
Belfast

Professor D Phillips
Department of Chemistry

Royal Institution of Great Britain

Dr D Robinson +
UKAEA Culham Laboratory
Abingdon

Prof W Sibbett +
Department of Physics
University of St Andrews

Professor J P Simons
Department of Chemistry
University of Nottingham

Dr M Vaughan

Procurement Executive

Royal Signals & Radar Est, MOD,
Gt Malvern

Dr C W Wharton +
Department of Bicchemistry
University of Birmingham



TABLE 2

Major Facilities at the CLF

TABLE 3

High Power Laser Scientific Groups

Nd glass Laser
facility

Laser Support
Facility

High power KrF
lTaser facility

Groups of the HPLSPSC

Chairman

Secretary

VULCAN

LSF

SPRITE

Plasma Physics

X-ray laser
Research

Applications of
intense X-ray
and particle
sources

Photo chemistry
Photo biology
Materials processing
Non linear optics
Plasma diagnostics

Laser loan pool

Tunable VUV scurce

Facility utilising
the high X-ray
brightness of

UV laser produced
plasmas

Ultra high intensity
sub picosecond laser
source

Target Preparation Service

Theoretical support service

Laser plasma Interaction
and Energy transport

Laser Driven Compression
and dense plasmas

XUV lasers and applications
of laser produced plasmas

Theory and Computation

Fac111ty Development

Dr A E Dangor*

Or O Willi+

Dr T A Hall

Dr C L S Lewis

Dr R A Cairns

Dr P T Rumshy

Dr R G Evans*
Dr A Cole+

Dr A J Cole*
A Ridgeley+

S Rose*
M Grande+

Dr D Nicholas*
Dr 5 J Roset+

Mr J E Boon

Scientific programme
coordinator

R G Evanst

* Unt11 October 1986
+ From October 1986
¥ until March 1987




TABLE 4

Laser Support Facility Panel (1986/87)

Professor J P Simons - Chairman
Nottingham University

Praofessor R E Hester for Chemistry Committee
York University

Or P B Davies for Chemistry Committee *
Cambridge University

Dr C W Wharton for Biological Sciences Committee
Birmingham University

Dr C Webb for Physics Committee
Oxford University

Dr H Evans for Laser Facility Committee *
Preston Polytechnic

Prof M C W Evans +
University College

Prof I W M Smith +
Birmingham University

* until 31 August 1986
+ from 1 September 1986
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A HIGH POWER LASER SCIENTIFIC PROGRAMME

Experiments using the high power laser facilities, Vulcan (Nd:glass
laser) and Sprite (KrF laser) are reported here together with related
theoretical work.

The report is subdivided into the programmes of the five scientific
groups of the High Power Laser Scheduling Committee which received 41
proposals for experiments of which 27 were eventually scheduled,
though often with less time than that bid for.

Vulcan was used solely for experiments by University groups and their
collaborators from RAL and overseas. Three different target
jrradiation laboratories were in use and experimenis were run in two
laboratories in parallel at all times, using autcomated switching of
laser beam paths on alternate laser shots.

Target Area East supported experiments using multibeam line focus
irradiation and particulariy important results were obtained in X-ray
laser research. Scaling from earlier success with C VI, laser
ampiificat{on was recorded on the 8.1nm F IX Ha transition from a LiF
coated fibre target, giving the CLF 2 worid first in the shortest
wavelength of laser amplification. Collaboration with colleagues
from France established a promising new line of XUV laser research
using Li-Tike jons, with observations of gain at 15.4 and 10.6nm in
Al XI. The line focus facility was alsc adapted for study of laser
plasma interactions in plasmas of long scale length by producing
plasmas through explosion of a thin ribbon target in a two sided line
focus and directing the independent 7th beam of Vulcan along the axis

of the plasma to study Raman and Brillouin scattering and self

focussing. An interesting unforeseen result of this work was the
discovery of a new kind of plasma instability in the heated targets
tentatively attributed to a Bénard convection mechanisn.

TAW provided 12 beam irradiation of spherical targets and opposed
cluster beams for colliding shock studies. A notable result, in
dense plasma studies with colliding shocks, was the first EXAFS
probing of the transition from order to disorder in correlation
between ion positions, as the internal energy of dense matter is
increased in the transition from cold solid to a dense strongly
coupled plasma.

Sophisticated energy transport experiments were features of the 12
beam studies with novel results obtained from two different methods
giving measurements resclved in space to c¢ircumvent problems arising
from non uniformity of irradiation.

The auxiliary target area, TAZ, supported a major experiment to study
beat wave acceleration in which a promising advance was made through
the demonstration of precise control of preformed plasma density
using multiphoton 1{ionisation. Successful applications of X-ray
sources included biological microscopy of living cells and absorption
spectroscopy to analyse the ionic composition of plasmas.

The major theme of work on Sprite was its ongoing development as a
test bed for high power laser facilities of the future, and two
significant milestones were reached. The first was the
implementation of six beam angular multipiexing to shorten the pulse
from 60nsec in one beam to 10nsec in six beams and the second was the
preliminary study of injection of picosecond puises 1Into the
multiplexed system demonstrating amplification to 500mJ. The system
now has the potential far power generation in picosecond pulses
greatly exceeding that of Vulcan and it is planned to produce 2-3J
pulses in each of the six beams.

The high repetition rate of shots on Sprite (every few minutes) was
of value for the 40% of time dedicated to experiments which was
equally divided between commercial contract use and University
experiments, notably in spectroscopy.

Theoretical work advanced significantly during the year particularly
in the medelling of XUV lasers, beatwave acceleration and energy
transport.
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Al.1 EXPERIMENTAL STUDY OF RECOMBINATION PUMPED XUV LASER ACTION IN

C vl

€ Chenais-Popovics, R Corbett, C J Hooker, M H Key, G P Kiehn,

C LS Lewis, G J Pert, C Regan, S J Rose, S Sadaat, R Smith,

T Tomie, D Willi, J E Boon, C Brown, A R Damerell, P Gottfeldt,

M Grande, D A Pepier, I N Ross, P T Rumsby, W Shaikh,

Ecole Polytechnique Laboratoire PMI, F91128, Palaiseau, Cedex
France

Electrotechnical Laboratory, 1-1-4 Umezongc, Sakura-Mura, Nihari-Gun,
Ibaraki Japan

University of Hull, Hull HU6 7RX England

Imperial College of Science and Technology, London SW7 2BZ England
Queens University, Belfast BT7 INN Northern Ireland

Rutherford Appleton Laboratory, Chilton, Didcot, Oxfordshire 0X11 00X
UK

The development of XUV lasers is progressing rapidly through a
variet{ of schemes using laser produced plasmas as the amplifying
media( );

Strong exponeqtiaT behaviour was first reported for 3p-3s transitions
in Se XXV,(2 . High gain on C VI Balmer_a has been observed with a
solid target in a strong magnetic field 3 . Smaller gain has been
seen in Li-11ke A% XI with solid targets(4)and in € VI with thin film
targets 5 . Our work has concentrated on reconbination to C VI
including the use of short carbon fibre targets(7)(8).

The present experiment was designed to produce significant
amplification by irradiating longer fibres under optimised
conditions. The six beam neodymium glass laser facility, Vulcan, at
the SERC Rutherford Appleton Laboratory, was used to generate up to
1012 W, 70 ps, 0.53 um pulses. A new target irradiation facility was
devised, combining focussing via an f/2.5 aspheric doublet Jlens with
13° off-axis reflection at an f/2.5 spherical mirror fo produce a

7 nm long 25 pum wide aberration free line focus(g).

Six laser beams were focussed in opposed pairs(g). Two beams,
sultably masked, were used for 1ine focus lengths from 1 to 7 mm, and
by axial displacement of the line focii, a further two beams extended
the length to 14 mm. Carbon fibre targets up to 14 mm long,
supported at one end, were positioned with ~ 5 micron spatial
accuracy and angular accuracy of 10-2 rad'”’.

A time-resolving XUV spectrometer observed the axial emission from
the unsupported end of the fibre The instrument used a variable
periodicity grazing incidence diffraction grating to focus the XUV
spectrum to a flat field at the transmission photocathode of an XUV
streak camera. Spectral resolution was O0.58 and the temporal
resolution was 0.4 nsec. An XUV pinhole camera image, filtered to
hu = 500eV, recorded images of the plasma and the absorbed energy was
measured with plasma calorimeters.

Optimum conditions were calculated to be 2Jem-* of absorbed energy,
fibres of 7 um diameter and 70 psec pulse duration at 0.53 pm
wavelength. A model description(ll was used for sem{-quantitative
optimisation and was supplemented by detailed numerical simulations.

"For a laser heated plasma cylinder of uniform temperature, the

relationship of optimum energy content E to mass M and laser pulse
duration T is given by

E=1.7 X 106 M17-11g-8-11 Jep-1 {H

Adiabatic cooling of a plasma of bare nuclei and free electrons
creates inversion in hydrogenic C VI ions between n = 3 and n = 2,
The inversion originates in the collisional population of n = 3 in

the recombination cascade and the radiative decay of the n = 2 level.
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Fig Al.1 (a) Streak camera record of the emission spectrum along the
axis of @ 7 pm carbon fibre target with 8 mm irradiated
length and 2.5 Jom-1 absorbed energy.

(b) Densitometry from (a) 975 psec after the peak of the
laser pulse, with wavelengths labelled in nm.




For lower than optimum energy the inversion is quenched by trapping
of Lya emission. For higher than the optimum energy, the population
density n{(3) and gain are reduced because of less recomblnation.

The model approximates the behaviour of the plasma produced by laser

irradiation of a solid fibre, where a surface layer is raised to high
temperature at a density close to the critical density.

An analytic déscription of the ablation of fibre targets of radius r
by 0.53 um laser radiation gives,

M=23.9 x 10-% r2-9 E5-9 14’9 gem-? (2)

The simultanecus solution of equations (1) and (2) for a fixed laser
wavelength gives for optimum gain,

E/Went = 0.11 (r/1 pm 2+ (17100 um) (3)
relating radius and pulse duration to absorbed energy.

Because smaller mass reduces radiation trapping, allowing lower
temperature and higher n(3) population, the scaliing of optimised gain
with mass and laser pulse length is of the form, .
G~ M-17-22 g-8-11 with smaller plasme mass and shorter pulse
duration giving higher gain.

Constraints for the present work were laser pulses no shorter than
70 psec, the Tower limit for the Vulcan system, and minimum fibre
diameter of 7 um limited by bending under gravity of a 14 mm length
supported at one end. The optimum energy indicated by equation 3 for
these conditions is 1.6Jecm-*. Numerical modelling refined these
analytic conclusions, showing that gain is produced in an expanding
annular region, and suggesting an optimum energy of 2J cm-? and peak
gain of 15 cm-?,

The absolute and relative intensities of the Balmer lines were
determined by calibrating the detector using synchrotron
radiation 1 . Line blending of H, with 4 x Lyu was assessed by
recording spectra showing simultaneously H, + 4 x Lyu and 3 X Lyu.
both with and without a 1000A A% filter to cut out the Balmer lines.
The results showed that the fraction of the observed intensity due to
the Balmer 1ines was 100% for Hu and 75% for HB'

An experimentally recorded streak spectrum is shown in Fig Al.1. The
main spectral features are the C VI Balmer a, B and y 1ines. Weaker
lines are C VI and € V resonance lines in higher orders and scme C V
1522 to 1snl transitions .

Figure Al.2 shows Hu and H, intensities for a range of lengths from
1.5 to 9.5 mm, 975 psec after the peak of the laser pulse. In Figure
Al1.2 the exponentially increasing H, intensities are fitted to the
function exp(gf)-1, (appropriate for small values of g? where gain

300k Intensity -
KW sterad” He
G=4.1%0-6eni

200

100

0

of the laser pulse. Abcissa irradiated length. A
typical measurement error bar is shown for Hy-
Theoretical fits to the experimental data are alsc
plotted.

a - -
0 5 10 mm
Fig Al,2--(a)- Ordinate absclute intensity of axial H, and Hp emission
measured from streaked spectra 975 psec after' the peak
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narrowing of amplified spontaneous emission s not impertant). The 1020ph0t0n5 Sec~1 sterad

method used was 1linear least squares fitting for data points L1 =8mm
In{I(%)/C+1), using C as a free parameter to obtain a fit passing = 2.9
through the origin, for which the slope g gave the gain. The {z =44mm

resulting best fit is g = 4.1 £ 0.6 cm~* corresponding to maxfmum
gl = 3.9 or single transit gain of 49. Lengths % were taken from the
X-ray pinhole camera images of the irradiated fibres. The data have 100}
average absorbed energy per unit length E/% of of 2.6J cm~® with RMS -
variation * 0.6 cm~*. The incident energy was 10 times the absorbed -
energy. Least squares fitting showed no systematic change in E/R 2
with &, -

SHOTS
628286
L26286

The Hy data have a best fit g value of 1.57 £ 0.17. A similar
conclusion is obtained for H,. These 1ines are not expected to show R
gain and the small non linearity is attributed to systematic error in
the data set, though there was no statistically significant variation
in E/2 with & as noted earlier. If the Hu data are scaled by a
factor gi/(exp(gi)-1) with g = 1.57, which gives zero gain 1f appiled
to the H, and H, data, the resulting g vatue for H is found to be g 20
=3+0.5cm? g¥v1ng a lower bound on the gain.

- Huzx(hflz)
~ \!
N

The temporal variation of Hu and H, is plotted Tn Figure Al.3 for
short (2.2 mm) and long (8 mm) plasmas. Line intensities can be
measured from about 130 psec when the Tlines emerge from the
continuum. The intensities for 2.2 mm have been scaled by the length 10F
ratio £,/%, = 8/2.2, showing cleariy that H, has very similar pulse

shape for both lengths with intensity scaling almost linearly with
length at all times. The Hu pulse shape 1s similar to that of H, for
2.2 mm but for 8 mm Tength the intensity rises rapidly relative to
the other 1ines with & ratio peaking after about 1 nsec. R

The temporal varlation of amplification was assessed by measuring the
time dependent ratio of the Hu intensity for the two Tengths. This
ratio has the form 5, (exp(g?, )-1)/S,(exp(gl,}-1) enabling -
determination of ¢ provided the ratio of the source function
brightnesses S, and S, is known. In this case 5,/5, = 1 as evidenced

by the similarity of the scaled HB Intensities in Figure Al.3. 2 1 L y -
0 1 2
Fig Al.3 Time history of the absolute 1nten51ty of H, and K from
two streak spectra. H, and Hﬁ are for length %, = 8 mm and H'Z an

HB are for L, = 2.2 mm, 2.
2



Figure Al.4 presents the variation of gain with time. For times
later than 1 nsec a systematic error becomes important as the radius
of the expanding short plasma becomes comparable with its length,
leading to a spherical expansion and more rapid cooling. Some
evidence of this is seen in Figure Al1.3 in the different late time
slopes of H, emissien for the two lengths. The estimated gain at
late times therefore becomes systematically too high. At early times
(< 400 psec) the 400 psec temporal resolution in the streaks masks
any sudden change of intensity ratio.

Various numerical simulations of the experiment were carried out. A
one~-dimensional Lagrangian hydrodynamic code was used involving a
collision-radiative model for Jonisation. This model included the
Sobo]ev“a) approximation to describe the effect of
Doppler-decoupling on the trapping of C VI Lyman radfation. The
results gave radial profiles of emission and gain as a function of
radius and time, from which the total emission along the axis was
computed as shown in Figure Al.5. The computed values of absoiute
intensity of H, for long and short plasma lengths agree weil with the
experimental values except that the peaks occur 300 ps earlier and
decay more rapidly. The computed Ha emission for long lengths is
much greater than is observed because the observed amplification is
smaller. The Ha:H ratio at late times when gain is low {s the same
in both theory and experiment.

The apparent Hu galn was deduced by treating the computed intensities
in the manner used in analysing the corresponding experimental data.
The finite (400 psec) temporal resolution of the streak camera was
included in the simulation by a convolution procedure giving a
significant modification to the apparent gain. Instead of an initial
150 psec period of -ve gain the apparent gain starts at zero and
rises sharply. Comparing this apparent gain with experiment shows
qualitative similarity, ie initially zero gain followed by a sudden
rise of gain which reaches a maximum and then decays. The calculated
peak of 15 ¢m-* 15 however much higher than the 4 cm~? deduced from

experiments and it decays more rapidly. No full explanation of the
difference between experiment and theory has been obtained yet but

- 12-

investigations are continuing. MNon-uniformities seen in X-ray and
Schlieren images of the plasma suggest inhomogeneity of the plasma
early in the expansion which may reduce the early gain, while at late
times the spherical expansion of the short plasma length Teads to an
over astimate of gain.

In conclusion, we have successfully used new optical and diagnostic
systems to measure moderately large laser gain on the 18.2 nm Ha
transition of C VI.

161 G (cm™)

EXPERIMENT

o/ 1 2
' t (nsec)

Fig Al.4 Gain coefficient as a function of time deduced from

Figures 3 and 5 as explained in the text,



Al1.2 EXPERIMENTAL STUDY OF RECOMBINATION PUMPED XUV LASER ACTION IN

FIX

C Chenais—Popovics, M Grande, R Hawkins, C Hooker, M Key, S Rose,
W Shaikh, T Tomie (Rutherford Appleton Laboratory)

G Kiehn, R Smith, 0 Willi (Imperial College, London)

R Corbett, C Lewis, C Regan (Queen's University, Belfast)

G Pert, S Ramsden (Hull University, Hull)

Introduction

Isoelectronic scaling of the hydrogenic Balmer e« transition and of
the XUV laser mechanism 1s discussed in Section A4.9 and Section
A4.15 ibid.

The objective of the present experiment was to demonstrate laser
action at the shortest wavelength possible constralined by the limits
of the Vulcan laser facility for short pulse generation (70 psec) and
power {1 TWatt) at A = 0.53 um and also by the availability of =z
target material suitable for coating on a carbon fibre.

It was important to choose a material which could, in principle,
operate at a gain length 2 3,sufficient for measurement of laser
amplification. The scaling arguments and numerical calculations
presented in Sections A4.9 and A4.15 suggested that flourine would
meet this c¢riterion; additionally it could be readily coated as LiF,
For 7 um fibre diameter and 70 psec pulse duration the modelling
suggested an absorbed energy requirement of 11dcm-t. This is Jjust at
the 1imit of the target irradiation facility with all six beams
irradiating the same 7 mm Jength, transmission through the optical
system of 70% and coupling of 10% to the target.

The numerically predicted performance of the targets is summarised in
Figs Al.6 and Al.7 which show a time history of plasma parameters for
a Lagrangian element of the target material originating from a depth
of 390 nm and radial profiles of parameters at the time of peak
gain.

Galn is predicted when the resonance transition becomes optically
thin within the Doppler decoupling range, as 1llustrated in Fig Al.7,
with gain coefficient up to 5 cm-2.
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for plasma lengths of 2.2 and 8 mm corresponding to the exper:.mental
data in Figure Al.3.



Ne/10% cri3, Te /1eV, €01} /107, G/iem™
1000F

F®* recombination laser

T

100

Te

t, =70psec
E =1T ey
b= 7}Jrn

10

(depth 390nm)

0 100 200 300 TIME psec

Fig Al.6 Predicted time histrey of plasma parameters in the
recombination pumped hydrogenic fluorine X-ray laser scheme.

G100, Te/ 1keV, Na/10%'en®, €(1), V/10%cm sec”’

¥ .
1r
Fluorine E(1)
¢ =7um
E = fiJem’
te=70psec
td=120psec
014
(51
0-014 :
0 30 Radius /1pm
Fig Al.7 Predicted radial behaviour of plasma parameters in the

recombination pumped hydrogenic fluorine X-ray laser scheme.



The peak temperature is about 370 eV at 4 x 102! electrons cm?
expanding to 2 x 102° cm-2 and 140 eV at the time of peak galn. A
lower temperature would ideally be cbtained as discussed in Section
A4.15 but more cooling cannot be obtained because the density at peak
temperature cannot be made greater than the critical density.

Experimental Method

The experimental facility shown in Fig Al.8 was similar but enhanced
relative to that used for the C VI experiments, (described in Al.1).
A second flat field time resolving spectrometer was added to record
off-axis emission, with as before, an axial flat field instrument,
X-ray pinhole camera and plasma calorimeter array.

A further diagnostic measurement was a temperature monitor giving one
dimensionally space resolved fimages along the fibre at several
different filtered X-ray energy bands. The device supplemented the
normal X-ray phc in providing data on the effective irradlated length
of the fibre. The F IX resonance spectrum was space resolved
transversely to the fibre with a 1-D penumbrally imaging X-ray
crystal spectrometer to assess how inversion develops in the radial
expansion (see Fig Al.9).

Results

Data were recorded for a range of irradiated lengths from 1.5 to 6 mn
with the free end of L1F coated fibres positioned towards ocne end of
the 11ne focii and with the six beams all 1rradiating the same region
of nominal 7 mm length. The beams were masked to reduce the
irradiated length.

For energies a few times less than the calculated optimum, spectra
recorded in the F IX Balmer spectral reglion (40-100A) showed strong
F VIII features as well as F IX with Balmer a not prominent relative
to other 1ines and not showing any temporal peak of ratio relative to
other Tines.
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FiglAI.B Schematic of the experimental arrangement showing plan

and axial views.



SPECTROMETER PENUMBRAL

INSERTED THROUGH SPECTRA
Increased energy up to the computed cptimum level gave an obvious AIRLOCK wnH1A%GE/’ON FILM EUﬂﬁES

change illustrated in Figs Al.10 and Al.ll (for axial and transverse
emission with 6 mm irradiated length). F IX Balmer a is the dominant .
1ine in the axial spectrum and the Balmer series 1s mixed with weaker (
F VIII lines with identification shown in Fig Al.12. In the

transverse spectrum £ IX Balmer a is less prominent and the F VIII

spectrum is strong (Fig A1.13). No F VIII er F IX resonance lines LASER
are seen in higher order, in contrast with the C VI spectra. The BEAMS)
reason is that the 3° grating angle is tooc large to reflect the circa

10A F IX and F VIII resonance spectra.

LASER
BEAMS

The time dependence of the ratic Ho/Hy is of interest. For short
length there is a steady decrease with time, Fig Al.14, while for the
largest length there is a marked temporal peaking suggesting a gain
peak as shown in Fig A1.15.

“LINE FOCUS

The main test of gain is the axial to transverse intensity ratio. s ' -ALIGNMENT
The two instruments were c¢ross calibrated using plasma formed on a \ _BEAMS
plane target with surface normal bisecting the angle between the two

instruments to give an equivalent view of the plasma for both.

The ratio is of the form (exp gi-1)/gi (for small gain and negligihle . FILM . AIRLOCK
spectral narrowing}. Lengths @ were measured both from the X-ray . CAGE
pinhale camera (filtered to 0.6 KeV) and from the temperature monitor FIE_ G CRYSTAL
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Fig Al.17 presents the results with two length estimates for each
data point from the two instruments and a cross calibration point
shown at zero length.
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The data clearly indicate a galn coefficient g » 3em-! and single
transit amplification of about 7. Data from the space resolving
spectometer show a population inversion at a distance of 100um from \EARBON

the axis (Fig A1.18). e -

This result is important as it is the shortest wavelength for which S I
XUV laser amplification has been.reported to date.

Work is continuing to analyse the results in more detail and to make

further comparison with theory. It is already clear that the Fig Al.9 Schematic diagrame of single slit 1-D penumbral imaging
X-ray crystal spectrometer showing axial and transverse views.



observed gain occurs Tater and 1s lower than expected theoretically.
Einc=150J/cm, A=0.53um

The reason is thought to 1ie i1n Inhomogeneity of the plasma at early

times as evidenced by structure in X-ray I1mages, temperature monitor
DIAMETER =8pum

images (Fig Al.16) and Schlieren pictures {see Section Al.4).

Further experiments will seek to obtain laser action at shorter PUL SE LE NGTH - 70 ps

wavelength, with higher gain-length and using XUV optics to increase
the effective gain-Tength.

SHOT1 25/7/86
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Hy(59.95A) —

H, (80.914) —

Fig A1.10 Axial time resolved spectrum for 6mm fibre. Fig Al.11 Transverse time resclved spectrum for same 6mm fibre as

Al.10.
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Fig Al.16 Temperature monitor image of a long length fibre, showing
marked inhomogeneities along the length of the fibre, shown K
vertically. The horizontal variaton in intensity is due to varying
thicknesses of Beryllium filter allowing the temperature to be
inferred.
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Introduction

The basic principles of recombination laser schemes which have been
most extensively considered in terms of hydrogen-like ions can be
extended to any ion state but most interestingly to any ion having a
closed shell configuration with electrons recombining into high Tying
valence states. Bare nuclei He-like and Ne-1ike ions form the most
interesting set with recombination leading to potential XUV lasing
transitions 1in H-~1ike, Li-l1ike and Na-like {ons respectively.
Li-1ike schemes, being the simplest system ta model after H-1ike,
have been mast extensively considered by the French group led by
Jaegle at Orsay. Most of their experimental work has previously
dealt with the irradiation of slab targets by 1-20 nsec laser pulses
(eg Ref Al.14). To capitalise on French experience with Li-1ike
systems and RAL/UK University experience with small mass target
irradiation and diagnostics a coliaborative experiment on Li-1ike Al
XI laser action was carried out at the CLF.

Background

The term diagram for a Li-1ike ion derived from an atom of atomic
number z closely resembles the hydrogenic term diagram of an ion with
atomic number z-2, apart from term splitting (fig A1.19). Now
however the ground state is 15225(2S,). The recombination
principles well-known for H-Tike ions now apply with the regquirement
that resonance 3-2 transitions are opticaliy thin and that the
collision 1imit is near n = 4 at the time of inversion during
recombination. Inversion is established between n = 4 and n = 3
levels and, as shown by experiment, also between n =5 and n = 3. A
major difference between Li- and H-like systems is that dielectronic
recombination becomes an additional pumping mechanism.

Li - like Al [Al xI] H - likeNa
[Na x1)

VLS LSS LS LS
4001 S p d f g 6
- f 5 —
1057/
eV LE(%.7) 4 ——
3001 1546 A°
3d (% 5n) 3 —
200r
4B8.3A° 52.4 A°
(0-3x102s7) (10"2s™)
1001
' 2s/2p
2p(% 37) n=2
oL 1s22s

Fig Al.l19 Term diagram of Li-like Al and the related terms of
excited states of H-like Na. The three dominant
doublets observed in emission are indicated.
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It 15 possible to gain an insight into the relative merits of Li-1ike
and H-1ike schemes by treating them both as essentially hydrogenic.
To achieve laser action at a given M on a 3+2 transition in H-1ike
ions requires a target with atomic number z{H-) = (6563/A)". To
achieve the same A on a Li-like transition reguires z(Li-) =2 +
fz{H-) where f = 1.7 and 1.4 for 4-3 and 53 transitions
respectively. The fonisation energy to fonise the last electron to
form He-like ions is then = f2/4 times the ionisation energy of the
corresponding H-1ike scheme for the same A, ie 3/, or % depending on
whether a 4+3 or 5+3 laser can be operated. Assuming all other
factors to be equal this represents the advantage of Li-l1ike schemes
as it is easier to reach the required excitation temperature.
Furthermore, when crudely estimating the pump energy required
(assuming all electrons and ions produced require a thermal energy
comparable to the jonisation energy of the last jonisation stage and
summing Jonisation energy over all stages) it appears that the
required absorbed energy per unit mass in the initial plasma is also
approximately a factor f2/4 lower in the Li-l1ike scheme. This is
illustrated in Fig A1.20. The pump power requirements will depend on
how this energy can be coupled on the right time scale (determined by
the {ionisation rates) to the right mass (determined by energy
transport mechanisms appropriate to the laser power) and in such a
way that the subsequent hydrodynamics and recombination lead to
maximum gain. To assess these factors properly and in particular the
z-scaling implications of Li-1ike versus H-like schemes requires more
analytic and numerical modelling.

Experiment

As an 1initial experiment in gaining experience in Li-like
recombination laser Al was chosen as the material with potential
lasing action at 154.6 A (4f+3d) and 105.7 A® (5f+3d). Targets were
8 um diameter Carbon fibre coated with = 3500 A° of Al and were
irradiated with 120 ps, 2w pulses In the normal 1ine focus mode using
off-axis mirrors. Two sets of data were taken using a) four out of
the six beams superimposed with a 7 mm long common focus and b) two
pairs of beams displaced giving = 14 mm long plasma columns. In each
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Fig A1,20 Estimate of the scalihg of absorbed energy per unit plasma
mass (J/ug) required to achieve specific lasing wavelengths, A 4, in
- H-1ike and Li-like ions of various -atomic number targets (z).
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case effective plasma length was controlled by aperturing the input
beams. Typically 10-15 J was incident on the aperture per beam. In
configuration a} this corresponded to = 5 J/cm absorbed energy in the
fibre with 10% coupling efficiency and resulted in a burn depth on
the target surface less than the Al thickness. Standard diagnostics
were used to monitor the plasma formed and included active and
passive pinhole cameras, plasma calorimetry and axial and transverse
time-resolving flat-field spectrometers looking at a spectral window
100-250 A°® approx.

A typical pair of streaks from axial and transverse streak
spectrometers is shown in Fig Al.21 and the main spectral features
can be understood with reference to the term diagram for Al XI shown
in Flg Al.19. The spectra are essentially dominated by three
doublets, ie resonant 3+2 transitions at 48.3 A° and 52.4 A®: 4-3
transitions at 150.6 A® and 154.6 so and 53 transitions at 103.8 A°
and 105.7 A°. The transverse spectrum is dominated by the resonance
doublet seen in 3rd and 4th order while the axial spectrum is
dominated by the 4-3 and 5+3 doublets seen in the 1st and 2nd orders
respectively. This trend becomes stronger as the length of plasma is
increased. A second feature of the spectra 1s that the temporal
history of the doublets are different although they all generate from
the same parent fon. In particular the 4+3 and 5+3 lines peak in
brightness after the laser pulse has terminated, ie they Increase In
brightness during the plasma recombination phase.

These trends provide circumstantial evidence that population
jnversion and gain has been attained. Although a detailed analysis
is in progress a preliminary conclusion is {1llustrated in fig
A1.22. Here the peak intensity (above continuum) of the 5f+3d 1ine
at 105.7 A® is plotted against plasma length dver the range 1.5 to 6
mm for the case of four superimposed beams. A fi1t to the 11ne growth
curve of the form Iu(eG -1) indicates a gain coefficlent 6 = 3 cm-1
which 1s somewhat larger than observed with massive targets and
longer pulses (G = 2 ¢m~?). In contrast the intensity of the
resonance Jine measured at the same time shows a linear growth.
Although this line 1s optically thick a T1inear growth is not totally
unexpected from geometrical effects as the line plasma is viewed by
the grating in a slitless configuration.
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Conclusion

Although a detailed analysis is sti11 in progress it appears that our
first attempt at generating gain in a Li-like ion has been
successful. However details of the scheme are not yet properly
understood and require more madelling. For example, why are the
gains observed on the 5+3 and those on the 4+3 transition comparable?
Nevertheless since we have now seen gain at 81 A® and 182 A® In
H-1ike schemes and at 106 A° in Li-like schemes the prospects of
scaling to A =~ 40 A°, near the water-window region, appear promising
with Li-1ike systems {cf Fig A1,3(2).

Al.4 HYDRODYNAMICS OF X-RAY LASER TARGETS

D Bassett, @ Willi (Imperial College), T Afshar-rad, M Grande and
W Shaikh (RAL)

Recent experiments in X-ray laser research have clearly demonstrated
gain at wavelengths below 100A. Thin fibres, coated with Lithium
Fluoride are 1irradiated with the 70 ps frequency doubled {(0.53um)
pulse from the VYulcan Laser System. Energy of the order of 150 J
cm-!' creates population dinversion in an annular region where
densities present are about 102° cm-?, Gain was cbserved in the
Balmer alpha 3-2 transition of Fluorine at 81A. The maximum observed
gain, though, appears at few hundred picoseconds later than that
predicted by simulations. The wvalue of that gain is also
considerably less than expected., For this reason an experimental
investigation into the hydrodynamics of the fibre targets was carried
out.

The experimental arrangement was similar to that used in the ¥-ray
laser runs. Four beams were focussed onto the fibre via the off-axis
spherical mirrors used to generate the line focus, which was set at
1.5mm long.
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The ablating plasma was diagnosed with a synchronous short pulse
optical probe. Raman backscatter of the freguency doubled beam
generated single pulses of 15 ps in length and with a wavelength of
622rm. The probe was split into five components, and five separate
images were obtained separated by a few hundred picoseconds. A
mixture of schlieren photographs and interferograms were taken.

The results demonstrated clear unstable elements in the cylindrical

expansion eariy in time visible in fig A1.23. The severe structural

breakup of the expanding plasma is similar to previously observed

thermal instabilities. Longitudual! modes with wave numbers of

1-5 x 10® cm-! can be seen stretching nearly 150 um into the plasma.

These irregularities in the fluid flow obviously seriously affect the

ability of the medium to produce lasers with a large effective gain

length if the line integral through the regions of gain has been

significantly reduced, The net result is that Tower gain is recorded
early in time.

Schiieren 20psec, 622nm at t = 500psec

Imm

LiF coated fibre 8pm, E_ = 150Tcm™ Shot 2/5-10-88

Fig 1.23 Schlieren image of & LiF coated fibre, under 190Jcm~!
illumination, showing apparent filamentary structure.



A detailed programme of experimental analysis should prove whether a
method of induced thermal smoothing can reduce these instabilitfes.
These experiments are planned for the near future.

Recent interest has also been shown in generating X-ray lasers from a
coated stripe type of target. Exploding a Lithium flouride stripe of
some 25 um width is expected to generate the temperature and density
necessary for laser action. Although the atomic physics is
jdentical, what 1is hoped is that using Tower finitial 1laser
intensities the central region of the generated plasma will lase.

The advantages of this scheme come not only in the lower laser
irradiances but also from the fact that the gain region is
cylindrical and central to the expanding plasma, easing the route for
any multipass systems which may be developed.

The hydrodynamic studies were performed on a stripe of 173 nm x 25
um of Aluminium coated onto a 1000A Former substrate. These targets
were exploded using either two or four short pulse (70 ps) green
(0.53 um) laser pulses from the Vulcan laser. Line foci of 1.5 mm x
25 um were used and the energies on target varied from 15 J cm-! to
150 J cm-*. The five frame diagnostic probe previously described was
used to gain a time resolved insight into the plasma flow. Two
frames were also added to investigate the radial expansion.

Preliminary results, however, showed that the targets did not behave
quite as expected. Laser energy spilling over onto the plastic
substrate seems to create two large regions of cold overdense plasma
on either side of the expanding stripe. This restricts the
cylindrical flow causing slower rate of expansion and cooling. In
addition to this, fluid instabilitles have been noted as a
consequence of the hot Aluminium - cold plastic interface. (See
Section A2).
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Al.5 K-SHELL ABSORPTION SPECTROSCOPY
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Introduction

We have developed and successfully demonstrated a technigue to record
keV absorption spectra in the coronal region of a laser produced
plasma which provides spatial information in the corona at the < 10um
Tevel and can freeze the motion of the expanding plasma at the = 100
psec level. Analysis of an absorption spectrum should allow a high
resolution (temporal and spatial) history of the absorbing ion
population density to be determined which can be compared to
hydrodynamic simulations which include an atomic physics package.
Inner shell absorption processes can also yield data for 1line
classifications and comparisons with ab f{pnitio atomic physics
calculations.

System Description

The experimental geometry is illustrated in Fig Al.24. The target
material of interest initially forms a target in the shape of a foil
typically 5 mm x 1 mm X 50 pm. The target may be melinex coated with
the appropriate materfal. This target is irradiated by a laser pulse
on the 5 x 1 mm surface and the resultant plasma blows off on one
side. A second synchrenised Taser pulse of short duration irradiates
a thin wire or coated fibre target of diameter 10-20 pm at its tip
and the resultant quasi-point source plasma backlights the main
plasma by projection. X-rays from the backlighter can propagate on
gither side of the fofl target before Bragg reflection of a plane
crystal and detection on X-ray film (DEF). Different Bragg matched
wavelengths follow slightly different paths through the plasma and
all detected wavelengths probe all distances in front of and behind
the foil target 1limited by the spectrometer entrance aperture.
Typically we have used a 1 nsec, 2w pulse at = 10*2 W cm™* to
irradiate a = 1 mm diameter spot or a 1 x 5 mm 1ine on the foil (Al
or S1) and a 100 psec, 2w pulse of = 20 J in tight focus (= 30 um

spot) to irradfate = 15 um ¢ W wires or 8 um carbon fibres built up
to = 15 um ¢ by CH coating and a top ceating of = 0.5 [m thick Yb.
The quasi-continuous M-band emission from these hi-z backlighters are
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suitable for backlighting low-z, k-shell absorbing fons. Typically
the projection magnification to film s x 30 with the two plasmas
separated by = 4 mn .

Each piece of film provides four pieces of information on each shot
and are recorded in regions 1-4 as indicated in Fig Al.24. Region 1
records the absorption spectrum over a spectral range typically
4.5-7.5 A® for a PET crystal (40 x 30 mm in area). Region 2 is the
edge-on shadow of the foil but records the background level on film
due to either self-emission from the main piasma or fluorescence from
the crystal and filters. It also provides an alignment check as the
shadow width 1s calculable. Region 3 15 a record of the source
spectrum and can be divided into the absorption spectrum to provide
opacity estimates at each frequency. Region 4 is a step wedge
filtered source spectrum (typically in 25 um Be or 10 um melinex
steps) which provides a film calibration at each wavelength. The
filters are located along one edge of the spectrometer entrance
aperture. The crystal can rotate so that a particular 1ine seen in
absorption and self-emission can be brought to the same position on
the f1lm. In this condition that wavelength probes the central zone
of the main plasma.

The spatial resolution of the system {s 7T1lustrated in Fig A1.25
where a Cu grid with 30 um wide bars and 120 um period has been
backlit by a 20 um diameter W wire irradiated by a 600 ps pulse. In
regions of continuous emission the spatial resolution fis <10 um
whereas in regions of line emission it is worse and depends on the
particular 1ine. This indicates the source plasma is effectively
smaller for continuum emission and 1ine emission is from a larger
expanding plasma. This was also supported by the streaked
spectroscopy which showed continuum emission to closely follow the
laser pulse profile with line emission generally lasting for longer
times. Correspondingly the spectral resolution is also better for
continuum emission with the effective source size in the dispersion
plane clearly 230 um for some line emissions. For continuum spectral
regions spectral resolution is largely determined by the crystal
rocking curve.
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Experimental Results

Absorption spectra of the A1X1 1snp - 1s? resonance series and 5iXII
1s2p —» 1s? resonance line region have been observed. Irradjation of
the Al and 5i0, targets has been kept below = 3 X 1012 W ecm~2 in
1 nsec, 2w pulses to minimise self-emission on the same He-like
transitions. For Al targets the backlighting plasma has been formed
with varfous targets Al, W or Yb ‘irradiated with 600 ps or 100 ps
pulses at < 10%® W cm-2. Absorption spectra have been recorded with
the two pulses synchronised at their peaks (t = 0) and with the
backlighting delayed in 0.25 nsec steps. Fig Al.26 {1lustrates
typical data for backlight/plasma combination of Al/Al (i.e.,
resonant line absorption with frame time = 600 ps), W/Al with
< 600 ps frame time and Yb/Si with < 100 ps frame time. In the
latter we see = 15 satel]ite~type inner shell absorption features on
the long wavelength side of the Hea 1ine as well as evidence of Al
impurities in the glass target (Hep). Fig A1.27 1s a Yb/Al
combination with a = 100 psec frame time and shows clearly = 10
satel11te features close to the target surface (< 20 um) which have
been lost in the temporal smearing of the 600 psec case. This shot
also shows the effect of decreasing oscillator strength through the
resonance series in that the higher series members become optically
thin closer to the target surface. The 1s6p = 152 (Hee) only appears
in absorption at = 20 um from the surface, presumably because reduced
Stark-broadening at lower density has raised the Inglis-Teller Tlimit
to a level at which the Tine can be resolved.

Preliminary Analysis of Ion Density Profiles

Using the film calibratfon, the source spectrum and the absorbed
spectrum intensities above background an opacity at each line centre
(t,) can be measured for each line at various distances (z) from the
target surface corresponding to the absorption frame time. With a
knowledge of absorption path length from pinhole camera images an
estimate can be made of the ground state ion density, ng, at each z.
This simple procedure assumes the spectral line width is well
resolved and can be measured. Fig Al1.28 illustrates the effects of
poor resolution and indicates some factors to be optimised when



accurate density measurements are to be made. Assuming the crystal
rocking curve is Gaussian with a fwhm, ABR, equivalent to a spectral
resolution Avy, that the absorption line is Doppler broadened with a
fwhm of Av, and that the source spectrum is flat in the region of the
line the expected observable transmission at line centre (v,) can be
calculated from:

T(v,) = Avg= J7, exp (-T{u) Jexp ( (=(v,-v)/Avp)241n2)

where the opacity 1(v) = t(v,) exp ( (-(v,~v*}/Avp)241n2) and
Tlv,) = 1.53 x10-%% f ny A, (A°) 1(Z/T(eV))*-2. Fig A1.5(5) shaws how

Fig Al.253 _Tungsten spectrum from quasi-point source shadowing Cu grid

with 30 pm bars and 120G pm period.
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Fig Al1.26

(a)
are marked and labels refer te Table Al.5(1).

(b)
(c)

5§10, plasma backlit by Yb.

Al plasma backlit by N.

Al plasma backlit by Al,

He-, Li-, and Be- features
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Fig A1.27 Al plasma backlit by Yb showing some of the He—like_
rescnance series and several Li- and Be-1like satellite
features.
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Texp(%)

How the experimentally measured line centre transmission
‘T(v,) depends on the instrumentsl and line profile half

widths, ApR and AUA, under different conditions of actual
line centre opacity t(v,). :



the measured transmission T(vw ) varies with the real 7t(v)) as a
function of AUR/AUA. In the 1imit of a well resolved line, AuR <<
AuA. T{v,) = exp (-t(vo)). 1In practice we can expect AvR/AvA *
1.8 x 10* ABR(Z/TeV)i’zltanB. For Al HeB (6.635 A°®) and a PET
crystal Z =13, 8 = 49°, ABR = 3 x 10-% rads and AuR/AuA =
17/(Tev)*’2, Thus for ion temperatures = 100 eV in the corona we
shauld be able to make reasonably accurate estimates of the true
opacity and hence ion density U to a factor of x 2 provide the
measured transmission is 20.3. The value ABR was estimated from an
ability to clearly resolve the fine structure splitting in Al Lya
(5mA®) at 7.2 A°.

Fig Al1.29 shows such an analysis applied to the 1sd4p -1s® Al
transition at different time delays and the comparison with a Medusa
hydro simulation using an average ion atomic physics approximation.
The simulation data has been post processed to allow for the 600 psec
time-frame spatial smearing. (Improved data with 100 ps backlighting
has not been analysed yet). The broad agreement between theory and
experiment is encouraging. Improved data analysis may eventually
allow us to test the accuracy of full atomic physics codes treating
jonisaticon and recombination kinetics.

Since we can simultaneously record a Targe number of absorption lines
in the same resonance series it s possible to accurately measure a
relative absorber ion density profile. Since for- all 1ines the
absorption length is constant (especially in a 1ine focus plasma) and
the coronal plasma is approximately isothermal then at each Tine
centre t{z) a fA nA(z). Since the effect of poor resolution is less
pronounced at low opacities we can specify an arbitrary low value and
find the experimental distance into the plume where this value is
observed in each line. The ratios of fon densities at these points
is then a 1/fA and the relative profile can then be fitted to any
reliably measured absolute density. Such an analysis is illustrated
in Fig A1.30 where the highest relative density data point has been
normalised to the average of two code predictions spanning the
typical frame time.
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Fig Al.29 (a) Line centre absorption at 6.314 A® (Al 1s? - ls4p) as a
function of distance, z, from the target surface at four
time delays wrt the peak of the 0.6 nsec laser pulse.

{b) Post-proceed Medusa simulation using average atom model
for the same shots at I = 1012 W cm~3.



Preliminary Analysis of Absorption Line Classification

In the case of a glass target backlit by Yb we see = 15
sateil]lite-type inner shell absorption features on the long wavelength
side of the $1 Hea line as well as evidence of Al impurities in the
glass target. The positions of 19 absorption features are indicated
on Fig Al.26a and the corresponding wavelengths are listed in Table
A1.5(1) together with some preliminary 1ine identifications. Ab
initio values of wavelength for Li-1ike and Be-like satellites were
calculated using a Hartree-Fock-Relativistic program-package and
these are also 1isted ip the table. Close agreement with observed
values allowed lines 3 and 5-8 to be provisionally identified as
L1-1ike and lines 9-12 as Be-like. Lines 13-19 have not yet been
identified but are possibly satellite 1ines due to lower ionisation
stages. The presence of a large number of ijonisation stages is
probably due to a variation of temperature along the 'line of sight',
for this shot where a small angle scatter plate was used in front of
the focussing lens in an attempt to smooth out hot spots in the
normal irradiance distribution on the target surface.

Conclusions

We have demonstrated the feasibility of recording X-ray absorption
spectra with high spatial, spectral and temporal resolution. Future
analysis of such spectra will be 1improved by generating more
homogeneous plasmas with better defined absorption path lengths.
This can be achieved with ISI techniques and using targets
constructed by evaporating known width stripes of absorber material
onto the foil substrates. A survey of brightness and spectral
composition available in Yb to Bi backlighters indicates that spectra
can be recorded for K-shell absorptions for z = 12-17 and L-sheill
absorptions for z ~ 34-44.
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TABLE Al,5(1)

Key A observed X theory

13
14
15
16
17
18
19

6.634

6.648
6.677

6.686

6.713

6.724

6.736
6.741
6.780
6.795
6,800
6.817

6.851
6.873
6.924
6.938
6.982
6.998
7.052

6.634
6.648
6.674

6.687

6.715

6.723
6.733
6.736
6.781
6,793
6.804
6.817
6.818

Al
5i
5i

5i

5i

5i
5i
Si
8i
51
Si
§i
5i
5i

Si

A1l
XIII
XII

XIII

XI1

XII
XII
XI1
iI
X1
XI
XI
X1
X?

IX?

Identification
ls? 15, - ls3p 1P,
1s3 15, - ls2p 1P,
1s? 2P 3P, - ls2p? 2P,

3

is? 15, - 1s2p *P,
1s? 28 3§,,, - ls2p 2p°F,,,
1s? 2p 2P,,, - 1s 2p? %P, ,,
ls? 2p *P,,, - 1ls 2p? ‘Dn,i
1s® 2p 2P,,, - 1s 2p? 2D/,
ls22s2p 1P, - lsZs 2p? 1P,
1s22s2p %P, - ls2s 2p? P,
Is3 2p7 3D, - ls 2p? 1D,
1532s2p 1P, - ls 2s2p? D,
1s? 2p* D, -~

1s 2p? 1D,

Comments

Al resonance line
S5i resonance line

Li-like satellite

Intercombination

line
Li-like
satellites
Be-like

satellites

possible
satellite
transitions in
Boron-like and
Carbon-like

Silicon
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Fig Al.31 Conversion efficiency from KrF laser light to water window
X-rays as a function of laser irradiance for carbon, gold
and tungsten targets.
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Al.6 CHARACTERISATION OF A KrF LASER-PLASMA X-RAY SOURCE IN THE
280eV-530eV PHOTON RANGE

ICE Turcu, F 0'Neill, U Zammit (RAL)
Y Al Hadithi, R W Eason (Essex University)
A M Rogoyski, C P B Hills, A G Michette (Kings Coliege)

A preliminary description of this experiment was presented in .Sect
A4.2 of the 1986 Annual Report to the Laser Facility Committee. In
brief the experiment Invelved using a 50ns pulse from the Sprite KrF
laser to generate a laser-plasma X-ray seurce for application to
contact X-ray microscopy. A filtered vacuum X-ray diode (XRD) was
used to make quantitative measurements of the X-ray emission from the
source and thus obtain the conversion efficiency from laser 1ight to
X-rays. In this past year the sensitivity of the XRD has been
measured using the SERC synchrotron radiation source at Daresbury
Laboratory and the plasma source X-ray results have been reanalysed
in light of the calibration. Details of the XRD calfibration work are
described below in Section C4.7. '

The main reanalysis work has been performed on the measurements of
conversion efficiency from KrF laser light to water window X-rays
(280eV s hv < 530eV). Fig Al.31 shows the variation of conversion
efficiency with target irradiance for carbon, gold and tungsten
targets. Carbon was chosen as a water window X-ray source because
1ts K-shell emission falls in the required spectral range as does the
N-shell emission from gold and tungsten. The results taken with gold
(Z=79) and tungsten (Z=74) targets have been plotted together on the
same curve because the X-ray spectra are expected to be similar
because of the closeness of atomic numbers.

The results displayed in Fig Al.31 show that the optimum irradiance
for carbon targets is 1.2 x 10t2W/cm? which gives a conversion
efficiency to water window X-rays of 8.5%. For any irradiance
between 2 x 10t2W/cm? and 4 x 10'?W/cm? the conversion efficiency
from gold and tungsten is = 20%. At high irradiance the gold and
tungsten targets were however found to produce a considerable amount
of X-rays of energy = 530eV which could reduce image contrast in
microscopy experiments unless they are filtered out. For example XRD
measurements show that at an irradiance of 2.6 x 1023W/cm? the gold
plasma conversion efficiency to X-rays at hu = 700eV {s 13.5% whereas
at an irradiance of 3.4 x 10'3W/cm? the conversion efficiency for
carbon is only 1.1%. At an irradiance ~ 3.0 x 10'%W/cm?® the
component at hv 2 700eV from both targets is essentially zero.



The conclusion from the above results is that an irradiance n 2-3 x
10%2W/cm? 1s optimum for the targets tested (and probably for other
target materials as well}. At this irradiance the X-ray conversion
in the range 280eV¥ < hv < 530eV is maximised and the conversion to
X-rays at hv 2 530eV is minimised.

Al.7  TIME-RESOLVED STUDIES OF NEON LIKE IONS USING THE SPRITE KrF
LASER

R A Smith, G Kiehn, 0 Will{ (Imperial College)
J C Gauthier, J P Geinde (Ecole Polytechnique, Paris)
E Turcu (RAL)

1. Introduction

We report an experiment on the time-resolved atomic physics of
laser-produced neon-Tike fons, involving the first successful use of
time-resclved VUV and X-ray spectroscopy on Sprite.

Neon-1ike 1ons are of interst as possible amplifiers in the VUV and
soft X-ray spectral regions. Lawrence Livermore National Laboratory
has recently demonstrated gain 1in laser-produced Se, Y and Mo
plasmas .

The initial aim of this experiment was to study the atomic physics of
neon-1ike fons produced by laser irradiation of foil, wire and solid
targets of various elements from Zn to Ag in both point and T1ine
focus geometries. The ‘time dependence of several lonisation stages
adjacent to the neon-1ike state was to be investigated.

One week of the experiment was to be devoted to the study of the
atomic physics of a strontium photopump X-ray laser scheme, as a
collaborative venture undertaken between the Ecole Polytechnique,
Paris, and the team from Imperial College.
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2. Experimental

This experiment was one of the most heavily-diagnosed to be carried
out on Sprite. The following diagnostics were used to observe the
plasmas produced by laser irradiation of targets with = 50 ns, 100 J
pulses from the Sprite laser:

i) A time~resolved "flat field" VUV spectrometer(ls)(deve]oped by
Imperial College and RAL for X-ray laser studies) with a
spectral range of = 40-350 A 1n a 100 A window. This instrument
was used to observe VUV 1ines from 3-3 transitions of neon-Tike
fons.

11} A time integrated high resolution VUV spectrometer (GMLS). This
is a diffraction grating Rowland circle instrument, used to help
jdentify time-resolved VUV spectra. Due to jts size, GMLS was
set up outside the Sprite target chamber, with light from the
target being imaged ontc the entrance slit of the spectrometer
using a focussing toroidal mirror.

i11) A time-resolved curved crystal X-ray spectrometer, recording the
time evolution of 2-4 resonance transitions at 4-7 A.

iv) A time integrated wmini-crystal spectrometer to observe 2-4
transitions in the 4-10 A region, and to help Identify
time-resolved spectra, as this instrument covered a larger
spectral range than the time-resolved X-ray spectrometer,
The arrangement is shown in Fig Al.32.

3. Target Desion

Thin foil targets consisting of a 1000 A thick formvar substrate
coated with target materials of interest were used. At high

irradiance {eg 1012 W/cm2 in this case) such targets explode, rather
than ablating away as do thicker targets. Targets were designed to
burn through at 4-5 ns after the start of the laser pulse. This is
at the peak of the 50 ns Sprite pulse. Foil thickness was calculated
using approximate scaling laws derived from the hydrodynamics of'an
exploding foil Y which have been shown to be in good agreement with
"MEDUSA" hydrocode simulations. From the exploding foil model, the



burn through time Tpe/ns is given by

Tpt = 2.2X10°ns (1/1024)-273 (A/0.53)2°% (A/B0) 778 (Z2/25)%°2 At*® -

where

Tbt = burn through time in ns

I = irradiance W/cm? in two beams of I1/2 (correction factor of 2273
for one beam

= laser wavelength in um

= atomic number of target material

target mass per unit area in g/cm?

= charge of {ons produced

= coulomb logarithm

BN XE
]

Putting 1n the parameters for the Sprite laser system gives:

Tbt =4.,5ns for 1 = 10** W/cm?, A = 0.249 um (KrF laser wavelength),
Z = A-10 (to give neon-1ike fons) and the coulomb 1og A = 5.

and so the target thickness h 1s given by:

hfum = gél—A%;:Z:zli— where p is the target density in g/cm?.

4. Results

A1l the diagnostics were found to work well, and the first streaked
VUV and X-ray spetra were recorded on Sprite. Time-resolved VUV
spectra from selenfum foils supported on a formvar substrate showed
that the foll targets were indeed burning through after the 4-5 ns
required.

Time integrated X-ray and high resolution VUV as well as
time-resolved VUV and X-ray spectra of the following elemenets of
interest were obtained:

In, As, Ge, Se, Br, Sr, Rb, Y, Mo, Ag
Incidental spectra of Na, C, 0, F, and Al were also recorded, either

for calibration, or as they were combined with elements of interest
for target manufacture.
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Inftial analysis of the hard X-ray spectrometer results suggests that
neon-1ike ions were not being produced by targets of Z > 39
(ytterium) with point focus irradiation. This was thought to be due
to insufficient irradiance, as a result of the unexpectedly long rise
time (= 10 ns) of the Sprite pulse.

A number of interesting results were cbtained. In particular,-the
temporal behaviour of three different ionisation stages (Na, Ne, Mg)
of a bromine plasma was recorded and is shown in Figure Al.33.

Figure Al.34 shows the corresponding time-integrated X-ray spectrum
from a Rb Br target plasma, with neon-1ike transitions being the
dominant feature. Initial analysis also suggests that neon-Tike
transitions were cbserved in the VUV at the same time as the X-ray
signals were observed. Figure Al1.35 shows a time-resolved VUV
spectrum from a 0.3 um thick Se foil target demonstrating the 4-5 ns
burn through time, and showing neon-like tramsitions. The detailed
analysis of the data is still in progress.

TIME RESOLVED
X—~RAY CRYSTAL

TIME INTEGRATED
X-RAY CRYSTAL

SPECTRO- SPECTRO-
GRAPH LASER GRAPH
N Z TORQIDAL RELAY

MIRROR

o =

: \
TIME RESOLVED  TARGET
XUV SPECTROGRAPH ‘

TIME INTEGRATED XUV-
VUV SPECTROGRAPH

Fig Al.32 Arrangement of diagnostics



TIME RESOLVED X—RAY EMISSION
FROM A BROMINE PLASMA.

25ns

TIME

Ons

Na Ne Mg Na Ne Mg
LIKE IONISATION STATES

6A < — WAVELENGTH —— 554

Fig Al1.33 Time-resolved X-ray emission from a bromine plasma

28

Ne Like Br

3G

3F

3E 3D

3C

3B 3A

3B

3A

| 3D3C
[

]
Ne LikeRb

Fig Al.34 Time integrated X-ray emission from & RbBr plasma
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Fig Al.35 Time-resclved VUV emsission from a 0.3 um Se foil target
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Al.8 TIME RESOLVED X-RAY DIFFRACTION FROM LASER HEATED SILICON

D J Bradley, A J Rankin and J Wark (Imperfial College) R W Eason
{University of Essex), J Lunney (Dublin), U Zammit (Rome)

Time resolving the structural changes that occur in silicon during
pulsed laser annealing fs an area of current interest both from a
theoretical and also experimental viewpoint. Previous work at the
CLFE18,19] used a pump-and-probe technigue in which the transient
thermal strain induced by a 1lns, =lJcm-% annealing beam at A =
0.53um, was probed by X-ray diffraction measurements at progressively
increasing time delays after the annealing pulse. The results
obtained during this initial experiment were used to calculate the
corresponding rocking curves (reflectivity as a function of angle
around the original unperturbed Bragg angle). The one problem
encountered in this first experimental run however, was the spatial
uniformity of the annealing beam. Two schemes had been tried to
improve the beam homogeneity. The most successful invalved specular
reflection at glancing angle from a plasma. While the uniformity was
better than using the raw 9input beam from the VULCAN laser,
shot-to-shot reproductivity was poor and the actual annealing energy
could not be measured accurately on a particular shot.

Since these first results, progress has been made on two fronts,
Firstly the experiment has been repeated with improved diagnostics,
and a temporally and spatially smoothed annealing beam of known
energy demsity used. Secondly the original data has been used as a
comparison for a computer code which calculates the crystal rocking
curves for a wparticular guessed strain-depth profile. The code
iterates the guessed profile to achieve agreement between calculated
and experimental curves to within some 1imit of acceptability.

The improved experimental arrangement used in the most recent run is
shown in figure Al.36. The X-ray source was 1line emission from
chlorine He-like ions at A = 0.444nm. A He-Ne laser acted on a probe
far time dependent optical reflectivity measurements of the silicon
sample surface. An optical streak camera was used to monitor the
temporal profile of the 14-16 individual beams derived from two input
108mm diameter VULCAN beams. This proved very useful as those beams

whose individual contributions te the overall integrated annealing
pulse was less than some acceptable value could be identified on each



shot, and appropriate corrections made. An energy calorimeter was where A s the reduced depth given by
placed at an equivalent target plame to provide a calibrated energy
density measurement on each -shot. The spatial intensity smoothing A= raf(‘!)ht/\lcsin(ab) : {3)
scheme used is shown schematically in figure A1.37.

where t 15 the depth with respect to the crystal surface, A the X-ray
Results were obtained for a range of time delays in the region of wavelength, Ve the unit cell volume, Ta the classical electron
p-250ns. A typical result is shown in figure A1.38 in which the radius, Bb the Bragg angle and f(¥) the complex X-ray structure
right hand half of the spectrum is derived from the heated part of factor as a funtion of scattering angle
the crystal, and the left hand side 1s a witness spectrum of unheated
silicon. As can be seen, the spatial uniformity of the spectrum from (YY) = Friv)+ifu(y) ' (4)
the heated region appears very good. A guantitative analysis of
these improved spectra is underway. An iterative fitting routine is k and g are given
being used to derive the strain-depth profile as discussed below. :
k= f ' (¥)/Ff' (¥) and g = -F"(0)/F' (¥) (5)
Theory and data reduction

The theoretical basis for understanding the diffraction from strained optical
crystals has been given by Burgeat and Tauping[20] and by Takagil21]. streak
The Burgeat and Tauping formalism for dynamical diffraction has been N ' photodiade camera
used by Klar and Rusticelli to study the diffraction from curved 3 1 diffuser
crystats[22]. The theory essentially consists of solving Maxweli's r
equations to first order within a medium of complex and periocdic wave

refractive index (ie. the crystal) for radiation Tncident at varying target
angles around the Bragg angle. Strain-depth profiles are introduced chamber annealing beam

via a depth dependent Bragg angle. The theory has been extensively from 2 “cubee” arrays
used in the study of dopant induced stainl23], thermal annealing angled A =053 pm, 7= 14 X 150 ps
t24,25]1 and mechanica?l strain [22]. PVC farget glass

/ port yi

—

The form of theory presented by Klar and Rusticelli {s useful for the backlighting Na 03
present study. Klar and Rusticelli write two coupled differential beam Si(111) .
equations for the real and imaginary parts of the depth dependent _)‘T= &513:5"‘
scattering ampTitude, X, and X,. P

X,
dA

dX,
dA~

film pack :
: P calorimeter

at equivalent

2_, 2 He-N :
KX, =X, "+1)+2X, (X, -y)-20X, (1) relial-ecﬁlvlly annealing plane

probe

2 2
~(X, X, +1)+2X, (X k+y)-20X, (2)

Fig Al.36 Experimental errangement used in TAE target chamber.
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and the deviation from the Bragg condition is specified by the
parameter y which, under the conditions of a depth dependent strain
distribution e(A}, {is given by :

w¥_sin (28, ) [AB + e(A) tan Bb] - f1(0)
y = )\2 ] 1 (6)
ref {¥) TI{Y)

The crystal reflectivity, R, as a function of angle around the Bragg
angle is found by solving the above equations with appropriate
boundary conditions and noting that

R = [X(0)]2 (7)

where

X(A) = X, (A) + iX,(A) | (8)
Direction of | |
increasing
Braggangle

3l

6
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transiently heated silicon. Time delay between annealing
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The expressions given above apply only to the perpendicularly
polarized X-ray component. The parallel component can be considered
by replacing (¥} with cos(¥)F(¥).

A computer code has been written that solves the above equations.
The accuracy of the routine has been checked by calculating the
rocking curves for cases where there are analytic solutions ({i.e.,
crystals with no strain).

The above equations solve Maxwell's equations to first order within a
medium of complex and periodic refactive index (i.e., the crystal).
The strain is introduced via a depth dependent Bragg angle. For each
shot, a monotonic strain-depth profile is guessed and the rocking
curve calculated. This calculated rocking curve is then compared to
that obtained experimentally, and the guessed strain altered
accordingly. Thus the fterations proceed until the experimental and

calculated rocking curves agree within some predetermined limits at
this point the strain propfile used in the calulations 1s taken to be
the actual profile within the crystal. The temperature-depth profile
is obtained from the strain profile using temperature dependent
coefficients of expansion, and allowing for the one dimensional
nature of the expansion. Using the data shown in Tigure Al.39,
temperature-depth profites have been derived for results from the
first experimental run (18,191, and these are shown in figure Al.40.

A comparison between experimental and calulated profiles 1s extremely
good., Such close agreement implies that a high level of confidence
can be attached to the derived profiles, and that further
guantitative studies are possible of other dynamical systems, such as
shocked materials, and plastic deformation.
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Al.S SOFT X-RAY CONTACT MICROSCOPY

A D Stead, T W Ford (Royal Holloway and Bedford New College)
R Rosser, A Ridgeley (RAL}
C Hills (Kings College)

The principles of X-ray contact microscopy were described as early as
1913 by Goby but both the sources of the X-rays and the contact
medijum within which the image is recorded are very different to those
envisaged 70 years ago. The current resurgence of interest in
contact microscopy s due mainly to the increased availability of
sources of soft X-rays, in particular laser-produced plasma sources
and synchrotron radiation sources, and to the avajlability of
photosensitive resist materials. The use of soft X-rays was first
reported by Ralph Feder (1977); soft X-rays have a better penetration
and cause less damage to biological specimens than electrons whilst
giving potentially much better resolution than visible 1ight. By the
careful choice of target materials (or accurate setting of a grazing
mirror in the case of synchrotron radiation} it is possible to select
the so-called "water-window" (2.3 - 4.4 nm), this is particularly

KX]

suited to the imaging of biological material since it ensures good
contrast between carbon- and oxygen-containing consituents of the
cell. The use of soft X-ray contact microscopy therefore allows
biological specimens to be imaged with a resolution considerably
better than that possible with the 1ight microscope (LM). The
resolution, however, is not as good as that obtained with the
transmission electron microscope (TEM), but the technique has the
advantage that, unlike TEM, wet specimens can be imaged; thus the
introduction of the artefacts, so often a problem with conventional
TEM preparation, can be avoided.

The imaging process is remarkably simple, but the interpretation of
the final images requires a thorough understanding of the way fin
which that image has been produced (Cheng et al., 1986). The
specimen 4is placed in direct contact with the photosensitive
recording medium and then exposed to the soft X-rays. The specimen
js then removed and the resist usualiy developed in a mixture of
4-methylpentan-2-one (MIBK) diluted with propan-2-ol1 (IPA), producing
a relief pattern which corresponds to the integrated mass absorption
coefficient of the specimen. This can then be viewed by either
interference 1ight microscopy or, after sputter coating, by scamning
electron microscopy (SEM).

In order to image wet biclogical specimens it is necessary to use the
minimal possible exposure time to reduce the risk of radiation damage
and furthermore the specimen must be physically isolated from the
vacuum. The latter requirement can be met by mounting the specimen
behind a thin (100nm) 1mm?z Si,N, window - itself about 70-80%
transparent to soft X-rays. The window alsoc protects the specimen
and the resist from the longer ultra violet wavelengths and from the
debris that is ablated from the target by the laser beam (Eason et
al., 1986). In this latest series of experiments the resist material
overlaying the Si,N, window was removed to leave a grid-1ike pattern
on the window, the dimensiens of the wells created being about

30 x 30u by lu deep. These wells helped to hold the cells in positien
and the bars prevented excessive pressure being put on the cells when
the c¢ell holder was tightened. The selection of the X-ray
wavelengths is accomplished by careful choice of the target materials
when laser-produced plasmas are to be used as a source of X-rays, for
example, mylar, gold, brass and graphite have all been used
successfully (Michette et al., 1986), in these experiments mylar



coated with 25nm of gold was used Initially and later gold foil.

The use of VULCAN, and previously SPRITE (Stead and Michette, 1986),
at RAL has produced sufficient ylelds of soft X-rays 1n a
sufficiently short pulse to ensure that no damage could occur to the
specimen during the image recording process. The use of
laesr-produced plasmas has therefore enabled live-cell imaging to be
performed using PMMA-MAA as the resist material and mylar as the
target material.

The plant material used has included a variety of filamentous algae
(Zygonema, Spirogyra, and Anabaena), and unicellular algae
(Trebouxia, Cyanidium, Chlamydomonas and Dunaliella) and the
epidermal hairs of Tradescantia. In addition to these specimens
collaborative work with Professor Ouckett (Queen Mary College)
involved the imaging of Sphagnum protonema and onion epidermal cells,
whist Dr. Susan Isaacs (Liverpool University) imaged the zoospores of
Phytophera. The images obtained have been compared, where possible,
to those obtained using LM (either transmitted white 1ight or
Nomarski interference microscopy) or TEM of material prepared by
conventional aldehyde fixation followed by post-fixation with osmium
tetroxide, dehydration in alcohol or acetone, cutting thin sections
from the resin-embedded material and post-staining sections with
uranyl acetate and lead citrate to enhance contrast.

In addition to the imaging of live specimens a number of the algal
celis were imaged after being prepared for conventional TEM, that is
to say after either fixation in glutaraldehyde alone or in
glutaraldehyde followed by osmium tetroxide. In this way 1t was
hoped to show the effects, if any, of these fixatives on the
ultrastructure of 1iving biological material.

Throughout a number of experiments were performed to ensure that the
specimens remained hydrated at 1east until the exposure was made; in
other words, to test that the S5i,N, window remained intact despite
the pressure difference across it. As an alternative strategy the
X-rays were relayed via a toroidal mirror to a position remote from
the target so that the Si,N, window would not be destroyed by
materials ablated from the target and thus the specimens should stil)
be wet when removed from the chamber. Both of
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these experiments were successful thereby showing that any images
obtained would indeed be of the hydrated 1iving cells.

Methodology

Biclogical material is particularly sensitive to dehydration which
causes distortion of the cellular components and hence difficulties
in the correct interpretation of the images obtained. Once cells
have been mounted in the specimen holder, even though the internal
pressure remains at atmospheric, the time delay before exposure to
X-rays must be reduced to an absolute minimum. The new design of the
cell holder has greatly facilitated rapid sample Toading and the
ability to control the pressure with which the resist and specimen
are pushed together is also a great improvement over previous
designs. However, the uncertainty of the exact timing of laser shots
creates additional variables in the eventual interpretation of the
resist images.

Although eventually successful the imaging of hydrated biological
material at RAL has not been without its difficulties. In the latest
series of experiments in particular the long delay, due to lack of
any technical assistance, in developing the resists after exposure
has resulted in the loss of much valuable information because it is
now apparent that the chemical bonds that are broken upon exposure to
the X-rays, and thereby made susceptible to subsequent chemical
development, reform after a few weeks. This has meant that many of
the resists could not be developed to the optimum depth for viewing
by SEM, and thus far many specimens the photoresists have only been
examined by LM. This reforming of the chemical bonds has also made
the accurate prediction of development times from the known X-ray
dose rather difficult, however, we have now established that ideally

~ the depth of development should be in excess of 600nm or about half

the nominal depth of the resist (1.1u). In some of the resist used
recently the depth of resist coating was considerably less than the
nominal quoted thickness and this too has made development of the
resist unusually difficult.

In attempts to improve the development of resists a number of
alternative developers have been tried. In previous experiments MIBK



diluted with varying proportions of IPA has enabled development times
to be in the order of 5 - 7 minutes. If development times exceed
this then the remaining resist material may swell and this results in
a loss of detail; with shorter times it becomes difficult to assess
the correct development time. In some cases resists from these
particular experiments needed up to 40 minutes in 50% MIBK to reveal
any detail (Fig Al.4la) and even then the development depth was less
than 50nm, making examination by SEM very difficult (Fig Al.41b).

The use of 100% MIBK reduced development times only marginally and

therefore butanone or ethyl acetate were tried. as alternative.

developers, where appropriate these were again diluted with IPA. In
order to assess the depth of development relative to the remaining
thickness of resist a small scratch was made at the edge of each
resist before development commenced and the depth of this scratch was
assumed to reflect the remaining depth of the resist material
(PMMA-MAA) .

Binlogical Results

Resists developed so far have shown successful imaging of wet cells
of the filamentous cyanobacterium Anabaena, the eukaryetic
unicellular algae Cyanidium and Chlamydomonas (the latter being a
motile alga prossessing two flagella}, motile zoospores of the fungus
Phytophora and from flowering plants onion epidermal cells and
Tradescantia leaf hairs (Fig Al.4la-g). FPhotomicrographs taken by
interference light microscopy of these resists show cell outlines
with 1ittle ultrastructural information, however, in the case of the
motile zoospores and the motile Chlamydomonas the flagella are
visible {Fig Al.41a-b) and the two distinct cell types of Anabaena
can clearly be distinguished (Fig Al.41d). The continuity between
these two cell types is apparent in these 1iving specimens but the
connection between vegetative cells is clearly greater than that
between vegetative cells and heterocysts; this probably explains why
in critical point dried material examined previously the heterocysts
appeared to be free celils.

Similar 1ight microscopy of critical point dried material imaged by
soft X-ray contact microscopy using the Daresbury synchrotron alse
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showed 1ittle detail of internal structure, which was only revealed
after the resists had been sputter coated and examined under the SEM.
Some of the resist images of wet cells reported here have been
examined by SEM, but due to the problems alluded to previously,
insufficient depth of development has made viewing particularly -
difficult (Fig le). Given suitably developed resist, however, it
should be perfectly feasible to produce good SEM images of the
resists which will reveal the internal cell detail of living hydrated
bioclogical material.

The successful use of a toroidal mirrer (reported in Al.10 by Hills
et al.) is a major step forward and is further proof -that given
suitable operating conditions lower amounts of energy will be
sufficient for the successful imaging of hydrated biological
material. In the current series of experiments, however, critical
point dried material was used, similar to that used in previous SXCM
experiments using synchrotron radiation at Dareshury. The images
obtained (Fig Al.41g) show comparable detail when viewed under the
1ight microscope to similar images obtained using synchrotren
radiation (Fig Al.41h}, The major potential advantage of
laser-produced plasmas as a source of soft X-rays, as opposed to the
currently available UK synchrotron radiation source remains however,
the much shorter exposure times (nsecs compared to secs) which ensure
that no structural damage will occur to the delicate hydrated
biological specimens during exposure to the X-rays.

Conclusions and Future Developments

1. The use of laser-produced plasmas is quite clearly already a
successful means of studying the ultrastructure of hydrated
cells, but to date only the high cost central research
facility lasers can be used, future work must identify the
Tower limits of laser energy needed and from there a routine
experimental facility can be designed, built and marketed. To
further reduce the size, and cost, of the lasers needéd,
parallel research must develop more sensitive resist-. of
materials. To improve the resclution thinner resists which
can be viewed under the TEM are being evalutated;
alternatively it may be possible to produce carbon replicas of
the resists, which themselves can be examined under the TEM.



Fig Al.41 Figures a-d and f-h are light micrographs taken with
ingident interference illuminétion, they are all x390. Figure e is a
scanning electron micrograph and is x6650, all are images of the resist
after chemical development with MIBK/IFA.

8} Image of the motile green alga Chlamydomonas. The particularly
rounded appearsnce is probably .due to excessive pressure being applied
to the cell holder, the flagalls, arrowed, are ahout 250 nm in

diameter.

b} Image of & motile zoospore (arrowed) of the fungus Phytophora, the
flagellem (f) is just visible.

c)  Fresh, unfixed filament of the blue-green alga Ansbaena.

d)  Ansbsena that had been fixed in glutaraldehyde and osmium
tetroxide as for conventional transmission electron microgcopy. Note
the two cell types, the larger heterocysts (H) and the more frequent
vegetative cells (V}. Despite similar exposure and development the
cells are more prominent in this image (cf c) as the presence of heavy
metal (osmium) absorbs the X-rays. In this case the §1i,N, window used

had no bars of resist material remaining on it.

e) An image of a single vegetative cell of Anabaena as seem bu
scanning electron micrescopy. After sputter coating the resist with
Au;Pa the depth of the image is so diminished that little detail is
visible, ‘

f)  Images of fresh Cyanidium ~ a non-motile unicellular red alga.

g) Imsges of critically point dried Trebouxis cells, in this image
the cell holder was placed in the 'toroidal' pesition. The detail seen
in these cells is identical to that seen vith similar material imaged
by using synchrotron radiation (cf h). The cell wall can be identified
(arrowed} from the internal cell components.

h) Criticial point dried Trebouxis cells imaged at Daresbury uging
synchrotron radiation. The detail visible by light microscopy is
gimilar to that seen with laser produced plasmas (cf g) but examination
by SEM has revealed greater detail,
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2. Soft X-ray contact mircroscopy is still obviously in its
infancy, however, the technique 1{is successful using
laser-produced plasmas as the source of X-rays. The results
obtained demonstrate the potentfal of the technique for
studying the ultrastructure of hydrated biological material
and it will now possible to use this technique, for exampie,
in the study of the structure of cytoplasm and the changes
that occur in the cytoskeleton of the cell during development
- neither of which can be studled satisfactorily by other
means.

3. Further development and refinement of the technique should
enable routine imaging of biological material to be performed
at RAL under conditions which are more suited to the
particular needs of Biologists.

A1.10 IMAGING WITH SOFT X-RAYS RELAYED BY A TOROIDAL MIRROR FROM A
LASER-PLASMA SOURCE

C P B Hills (King's College), R J Rosser, A Ridgeley {RAL), T W Ford,
A D Stead (Royal Holloway and Bedford College)

In recent vears soft X-ray contact microscopy has been performed by
exposing an X-ray sensitive resist to X-rays coming directly from the
laser-plasma sources(32). This can lead to damage to the silicon
nitride (Si,N,) window used to maintain the biclogical specimen in a
hydrated state and at atmospheric pressure whilst allowing the
transmission of soft x-rays. Breakage of this window means that the
condition of the specimen at the time of exposure is uncertain. Such
window damage is due in part to the impact of debris from the
laser-plasma source, so that elimination of the debris is necessary
for obtaining images of verifiably hydrated specimens. One method
for eliminating or reducing debris, is the use of toroidal mirror
optics to relay soft X-rays from the source to the specimen(33), this
technique atso has the added advantage of collecting the X-rays over
a large solid angle and focussing them ontoe the specimen. The
experiments performed at the CLF were concerned with contact
microscopy of biological material using a laser-plasma source viewed
both directly and indirectly to eliminate the debris.
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Indirect exposure of the resist was achieved by means of a grazing
incidence concave toreoidal mirror which imaged the laser-plasma
source at a point 375mm from fts pole, and on its Rowland circle at
the conjugate focus 375mm on the other side, but for the purposes of
this experiment the specimen chamber was positioned 2000mm from its
pole, so that the X-rays were defocused and the whole Si N, window
was illuminated. Thus it was possible to make a number of exposures
with the same Si,N, window, and to check on the state of the specimen
after the exposure. The soft x-rays used were generated from a
plasma produced by focussing 0.53um radiation energy between 20J and
100J to a spot 300um in diameter on a gold target, thus providing a
continuum source of X-rays with which to expose the photoresist. Two
types of resist were used PMMA-MA, a positive resist and Kadak X-ray
Microresist which is a negative resist, although the negative resist
was only used to image grid bars to ascertain its applicability to
microlithography.

Work on contact microscopy using X-rays directly from the source was
also carried out, continuing and improving upon previous work(34}.
One such improvement was the use of a circular mount which allowed 6
specimen holders to be exposed at any one time also allowing X-rays
to be collected by the toroidal wmirror, thus increasing the
productivity of the technique; this allowed a greater range of
specimens to be imaged including lead contaminated earthwornms,
zoospores of Phytophora, Sphagnum moss, Chloroplasts, Critical Point
Orfed Trebouxia, Anabaena, Chlamydomonas, fresh Cyanidium, fresh
Dunaliella fresh Spirogyra cells and Fungal spores. Examples of the
images obtained can be seen in Fig Al.41.



Al.11 X-RAY IMAGING OF BIOLOGICAL MATERIAL

K S Richards (Keele), A D Rush {(RAL), D T Clarke, W J Myring
{Daresbury)

Using Vulcan, attempts to contact image the following biological
materials were made: “dry" ultrasections of heavy metal contaminated
earthworm tissue; ultrasections of this tissue presented in a "wet"
state; unicellular algae ("wet"); isolated chloroplasts ("wet");
fungal hyphas ("wet"). When the X-ray sensitive resists, after
development, were examined by SEM, the results were varjable. The
algal and chloroplast attempts were not successful, possibly due to
imperfect speciment preparation. However, the resists appeared to
have properties different from those used during a previous trial
using Sprite. Although the development time, Jjudged subjectively
using interference microscopy, seemed adequate, it turned out to be
insufficient when the resists were examined by SEM and detail in a
large number of the resists could not be resoived. Nevertheless,
some encouraging images were produced of the earthworm and fungal
material.

Figure Al.42a 1s an image of ultrasectioned, iead-polluted earthworm
chloragogenous tissue and the granule (G) are clearly visible.
However, contamination of the resist by 'dirt' from the target
{asterisk) is problem. The images of earthworm tissue presented in
the "wet" state were less satisfactory.

Figure Al.42b is an image of fungus Neurospora In the "wet" state and
its septate nature (S) 1s apparent, as are longitudinal strands of
cytoplasm (arrowheads). Target 'dirt' s also present. The strands
are reminiscent of those of foxglove hair cells demonstrated by
Stead & Michette in the last RAL Report (RAL-86-046 A4.2.3).

Clearly, further studies are necessary in order to standardize and
then evaluate the technique of contact imaging using laser sources.

a8

A1.12 X-RAY SOURCE BRIGHTNESS MEASUREMENTS
A J Cole, M H Key (RAL)

As an adjunct to the high power operations tests described in Section
C1.2, it was decided to use the high energy "hot" beam for a simple
target Interaction experiment. The purpose was to measure the
absolute brightness of a "typical" X-ray source, generated with a
single beam of VULCAN, with the energy that will become available in
the near future.

Approximately 200 J of green laser energy was available in a 900 psec
pulse. This was focussed, using an F/2.5 aspheric lens, to a spot
size of 200 um on flat targets with dimensions of 2 mm x 2 mm. This
gives an incident irradiance of = 7.10%* Wem-2. Two target materials
were used, Titanfum and Calcium, the latter in the form of a 5 um
thick evaporated layer of Calcium Fluoride. These elements were
chosen as their bright resonance lines are in the 3.5-5.0 Kev energy
range. This is low enough to permit a reasonable conversion
efficiency, yet high enough to penetrate significant thicknesses
(= 100 um) of organic type material. This would be of interest for
low-angle X-ray diffraction measurements of biological structures,
for example.

The targets were viewed with a standard minispectrometer at an angle
of 35° to the fnput beam axis, with the target normal angled to
bisect these two axes. A 4 A Germanium crystal was used to produce
the spectra which were recorded on Kodak DEF X-ray film.

Tracings of typical spectra are shown in Figure Al.43. The Ti
spectrum shown 1s deliberately overexposed for the strong Heu line in
order to show the weaker Ku' Lya and higher order He Tike lines.
From well exposed spectra, such as that shown for Ca, the integrated
brightness of the strong Heu 1ine and its satellites has been
determined, using published f1lm response data(35). For Ca (Z=20
this quantity is 5.10%! photons per Joule of incident laser energy,
and for T (Z=22) it is 2.10:%/J. These values are for symmetric
radiation into 4w steradians.



These X-ray conversion efficiencies are lower than would be expected
from previously reported measurements(36)'(37). Figure Al.44 shows
the RAL results together with those of LLNL(37). As can be seen, the
RAL efficiencies are lower by approximately a factor of 10. The
scaling with nuclear charge Z, however, is the same for both data
sets in the limited range of target Z covered in the RAL results.
This 1is probably explained by the uncertainty in the integrated
reflectivity of the Ge crystal used in the RAL experiments causing an
error in the deduced absolute brightness.

An interesting feature of the RAL spectra is the presence, at a
measurable level, of the Lyu hydrogenic Tine. This radiation is also
seen in the Rochester LLE data 6 , but not in the LLNL data at this
irradiance and target Z. The authors in (37) suggest that he
hydrogenic lines come from "hot spots" in the focal spot of the laser
causing local increases in the plasma temperature. For the RAL data,
the spectra were obtained using the "cleanest" laser beam ever used
in target experiments so significant large scale beam breakup would
not be expected. Plasma instabilities can cause hot spots in
focussed laser beams but these should have occurred in the LLNL
experiments as well as those at LLE and RAL.

In conclusion, high brightness, quasi-monochromatic X-ray sources
have been produced with a single upgraded beam of the VULCAN Taser.
The measured X-ray conversion efficiencies agree, within experimental
uncertainties, with previously reported values.
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Fig Al.42 A. Sectional earthworm chloragogenous tissue.
B. Septate fungal hypha.
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A2 .1 GENERATION OF UNIFORM PLASMAS FOR BEAT WAVE EXPERIMENTS
A E Dangor, A K L Dymoke-Bradshaw, A Dyson, T Garvey, I Mitchell,
Blackett Laboratory, Imperial College, London

A J Cole, C N Danson, C B Edwards, R G Evans,
Rutherford Appleton Laboratory, Chilton, Didcot, Oxon 0X11 0QX

A2.1.1 Introduction

The laser plasma "beat wave" mechanism for the generation of
ultra-high electric fields requires plasmas of several metres length
with density uniformity to about 1%. Multiphoton ionisation of
molecular hydrogen gas at a pressure of a few torr provides a
scaleable mechanism for generating these plasmas. We describe
measurements of electron density, temperature and uniformity of
plasmas generated by a frequency doubled Neodymium glass laser, at an
irradiance of about 10 14 Wem-2. The plasma density corresponds to
100% fdonisation and 1is measured fo be uniform to within the
measurement errors over a length of 8 mm.

In essence the beat wave scheme requires that two parallel laser
beams of slightly different frequencies w, and w, are focussed into a
plasma whose resonant frequency w_ = Wy= . A longitudinal
electrostatic (Langmuir) wave 1s driven resonantly and under suitable
conditions may achieve an amplitude of tens or hundreds of Gev/metre.
Since this is a resonant process of moderately high "Q" the plasma
density is required to be accurate to about 1% or better over the
entire length of the accelerator, perhaps as much as 100 metre. In
order to avoid excessive collisional damping of the Langmuir wave the
plasma temperature should be greater than about 20eV, while to
minimise the trapping of background plasma electrons and the energy
inefficiencies the temperature should not be too much hi%her than
this minimum. To produce useful accelerating fie]ds(Az‘l , plasma
densities of 10 - 10¢ cm-? are envisaged, while in order to drive
the beat wave on a fast time scale (f.e., less than the ion plasma
period) and avoid plasma instabi1ities'A2' , laser intensities
greater than 104 Wem-2 are necessary.
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Preliminary experiments in this f1e1d(A2'3)(A2'4) have used DC arc
discharges, Z or theta pinches, or air breakdown plasmas. These
plasmas are recognised as having Jnadeguate homogeneity and
reproducibility for potential accelerator applications. Here we
report on a technigue for the production of exceptionally uniform
plasmas with the appropriate demsity and temperature by multiphoton
ionisation of molecular hydrogen. The technique 1s scaleable to
plasmas of arbitrary size and automatically provides the required
plasma conditions wherever the laser intensity fs large encugh to
drive the beat wave. The energy used to produce the multiphoton
jonisation is less than 1% of the energy needed to drive the beat
wave.

A2.1.2 Multiphoton Ionisation and Gas Breakdown

Since the early days of Q-switched lasers a Jlarge body of
experimental data has accumulated on the related subjects of
multiphoton donisation (essentially a single atom/molecule
interacting with the high intensity 1ight wave) and laser induced gas
breakdown (the collisional avalanche following absorption of laser
energy in a gas). The distinction between the two processes is one
of time scale, 1f the laser pulse is long compared with the cellision
time then breakdown effects will predominate, while in the opposite
1imit true mu1t1?E£tgP jonisation will be seen. Reviews of gas
breakdown physics <>’ and of multiphoton ionisation'"“*"" give
appropriate bibliographies in these fields. For laser pulse
durations of order 10-* sec and gas pressures of about 1 torr the
collision time approximately equals the laser pulse duration. Little
work has been Ferformed in this range but the work of Dewhurst, Pert,
and Ramsden A2'7), and of Krasyuk et al is noteworthy.
Multiphoton ionisation in molecular hydrogen has been studied 5§ing
20nsec pulses from a ruby laser (A=694.3nm} by Voronov et al*"="7’.
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In subsequent discussion of our work we describe it as multiphoton
jonisation since we believe this to be the dominant fonisation
process even though it is followed by some collisional heating. This
will be discussed more fully in the conclusions section.

A2.1.3 Experimental Arrangement

The 1.054um 1ight from the VULCAN laser was frequency doubled in a
KDP crystal and focussed using either 1 metre or 2 metre focal length
lenses of 10cm aperture into a glass vacuum vessel containing
hydrogen gas at a pressure of 0.5-4 torr (actually a Z-pinch, but the
pinch discharge was not fired). The laser energy was typically 10
Joules in 100 psec or 20 Joules in 1 nsec. The size of the focal
spot was measured with an egquivalent focal plane camera to be about
400 um with the 2 metre focussing lens and 200 um with the 1 metre
focussing lens used for the Tong pulse measurements. Focussed
irradiances were about 10%*Wcm-2.

The green Tight acted as a Thomson scattering probe beam and the
scattered 1ight was collected at four different angles (20, 60, 120,
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and 160 degrees) and hence four different values of the scattering
parameter @ = 1 / Ki,. Light from diametrically opposed channels was
fed into the same spectrometer by means of a concave spherical mirror
as shown (Fig A2.1), 1ight emerging from the spectrometers was fed
into two optical streak cameras whose time dispersion separated the
direct and reflected 1ight components. The streak camera output was
recorded on HP5 photographic film and & calibration wedge was
recorded individually for each data shot. The overall layout of the
scattering and other diagnostics is shown in Fig A2.1. The spectral
and temporal resolutions were respectively about 5A and 100psec.

A2.1.4 Experimental Results

The results of this experiment consist of four simultaneous time
resolved Thomson scattered 1ight spectra. The 20 degree scattering
channel is predominantly sensitive to electron density and gives the
electron density by direct measurement of the frequency separation of
the plasma satellites. The 160 degree channel 1s mostly sensitive to
electron temperature but in the other two channels the shape of the
scattered 1ight spectrum is dictated by both parameters and a fitting
procedure is required. (Fig A2.2) shows the 20 degree (high o
scattering signal with a lnsec laser pulse. It is clear from this
data that there is little change in density or temperature during the
insec laser pulse and the same was true for all our measurements.
The duration of the scattered 1ight signal Indicates that the plasma
is formed very early in the laser pulse, but there is no absolute
time reference.

The photographic data is corrected for film response, spectrometer
and streak camera spectral sensitivity and finally fitted In a least
squares sense to theoretical Thomson scattering profiles for a
thermal plasma. Electron density and temperature are the fitting
parameters and the absoclute system sensitivity is uncalibrated.
Examples of this fitting procedure are shown (in fig A2.3) for a
scattering angle of 120 degrees. In all of the data obtained, the
four scattering angles can always be fitted by a single density and
temperature and there is no evidence of plasma turbulence or of
non-Maxwellian distributions.



.. e EEETY . o L i - LA N - R
11 sLAI I =HEU DILNAL Al 12U PEL: Lla= BeV o = 1.12)
- T T T T T T T T T

5365

RELATIVE © ErL—

5315 INTENSITY o 5__ :

¢« .

WAVEL ENGTH o 5l ]
A ol )

0-1F .

5265

0.0 ) " 1 . I 1 1 L .
5115.0 5i65-0 5215.0 5265.0 5315.0 5365.-0

54150

WAVELENGTH [A)

5215 Fig A2.3 Computer generated best fit to the 120 degree scattering.
I'."-U
a2 -
E 3F 100% IONISATION
5165 ]
=
L
O
=
z
it
ns L
Time —» w
o ir
w
o
=
1)
N
E 1 ] 1 1 1

1 2 3 A 5
FILL PRESSURE (torr)

Fig A2.4 Electron density as & function of Fill Pressure.

Fig A2.2 Thomson scattering at 20 degrees, I nsec laser pulse.

43



For ali the data, the electron density did not vary with the laser
frradiance. Attempts to operate at lower irradiances and measure an
jonisation threshold were limited only by the lack of scattered
light. The measured electron density as a function of gas fill
pressure 1is shown (in fig = A2.4). The electron density is
praportional to the fill pressure, and corresponds to 100% fonisation
to within the measurement error.

Fig A2.5 shows the results of defocussing the input lens by +4, -4mm
axially, while keeping the scattering volume fixed in space. This
has the effect of measuring the electron density variations along the
axis of the main focussing lens. The densi{tometer scans show that
there is no measurable variation of wpat the 2% level, correspending
to a 4% uncertainty in Ng.

Z=-4Lmm

\&-M-s.._a\_.____

M—2=Omm

\ Z=4mm

. J ] 1 1 !

5365 5315 5265 5215 5165
WAVELENGTH A

Fig A2.5 20 degree scattering signals from three axial positions,
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The electron temperature is measured to be about 8 - 10e¥ for all the
data independent of the laser irradiance. There is some suggestion
that higher gas i1l pressures correspond to higher temperatures. -

A2.1.5 Discussion

We have modelled the plasma heating with a simple one dimensional
(cylindrically symmetric} computer code, modelling absorption,
thermal conduction, ion-electron equilibration, and hydrodynamic
expansion. The laser 1s incident along the axis and has a Gaussian
radial intensity profile. The medel assumes at t=0 that the plasma
is 1ionised, at a temperature of 1eV or less. The c¢lassical
absorption cross section is ?od1f1ed to allow for the reduction in
collision frequency(Az'IO) AZ.11) when the electron oscillating
velocity in the light wave v = eE/mu exceeds the thermal speed v,

_ ¥ 0sc
= (kgT,/m™.

“ = “ ——_!E__
eff class (v2 + y2) 22
and the electron thermal conductivity is limited by the electron
"free streaming" 1imit:
1 1 ,-1
Q=(z + =)
uclass O

The free streaming flux is defined as:
ufs = f ﬂe kB Te Ve

where kB 1s Boltzmann's constant and f is an adjustable constant



which normally i{s 0.1 for best agreement with more rigorous
calculations based on the Fokker-Planck equatfon' °~

The model gives very good agreement with the measured temperatures
using the standard value of flux 1imit and the modified fnverse
bremsstrahlung cross section. Ignaring the free streaming limit
causes the electron temperature in the model to be too low, while
ignoring the strong field bremsstrahlung correction causes the model
to give too high a temperature. If both the free streaming 1imit and
the strong field corrections are omitted then the model predicts too
great a sensitivity to changing 1laser irradiance. This can be
regarded as tentative evidence for the correctness of the strong
field bremsstrahlung model.

The model does not include the effects of ‘'above threshold’
1onisat10n(A2’13)(A2'14)wh1ch creates the initial electrons with
energies of a few electron volts. The c¢omputer model can be
artificially started with an arbitrary initial electron temperature,
but because of the strongly velocity dependent absorption the finail
temperature (f.e., after 100~-200psec) 1s hardly altered. Our
measurements of electron temperature can therefore say nothing about
the velocity of the electrons immediately following multiphoton
ionisation.

Since the electron density following 100% fonisation is anly 10-* of
the c¢ritical density, the refractive Index of the plasma is very
close to unity. This means that there is virtually no self-focussing
of the 1laser 1light which propagates almost under free-space
conditions. The uniformity of the plasma created by wmultiphoton
fonisation is then limited only by the uniformity of the initial gas
fi11 pressure and by hydrodynamic motion following the laser heating.
At a temperature of 10eV, and ‘assuming a beam waist of 400um, the
acoustic transit time is about 4nsec. The results of the computer
model indicate that even this is an overestimate of the plasma motion
since the strong field bremsstrahlung results in a very flat
temperature profile extending out beyond the beam radius. In the
computer model the electron density changes by less than 10-% in a
Insec laser pulse.

A2.1.6 Conclusions

‘We have studied the laser ionisation of molecular hydrogen, using

Thomson scattering techniques to measure the time and space resolved
density and temperature. JQur results show that the gas is fully
ionised within a time which is very short compared with the laser
pulse duration and {s fonised over a length of at least 1 cm using 2
metre focussing optics. The uniformity of the plasma is very high
and appears to be more than adequate for performing future beat wave
experiments. The measured temperature is less than 1s needed to
aveid collisional damping of the plasma beat wave, but this is offset
by the reduced collision frequency caused by the large oscillatory
velocity of the electrons in the electric field of the Taser.

A2.2 HEAT FLOW INSTABILITIES IN SPHERICAL TARGETS
D Bassett, 0 Willi (Imperial College)

The occurrence of filamenting structures and strong magnetic fields
in the underdense corona of an ablative plasma have been explained by
& variety of different instability mechanisms. Experimental evidence
has been unable, to date, to provide the necessary information to
easily ascertain single shot growth rates.

Large diameter glass microballoons (of the order of 250 um), coated
with 500 nm of gold were irradiated with the 12 1.053 um Tong pulse
laser beams in TAW. Defocus conditions of D/R = 10 were used which
gave good uniformity and an intensity on target of about

5 x 10*3W/cm? for the pulse Tength of 1.8 ns FWHM. The use of such a
Jong pulse length was to negate any transient temporal intensity
fluctuations due to its fast rise time. The large defocus, combined
with the Tow intensities removed any large scale density fluctuations
and restricted the formation of hot electrons.

The major diagnostic in this experiment was a four frame optical
probe arranged to give Schlieren images of the expanding corona at
different times during the same shot. -



The probe beam (Fig A2.6) generated by back Raman shifting the
frequency doubled synchronous short pulse, operated at a wavelength
of 522 rm and a pulse length of 15 ps. This very short pulse was
very useful in obtaining well defined images of the corona.

The short pulse probe is subsequently split into four discreet
components via a silvered four facet prism. Each of these beams were
then delayed with respect to each other and directed past the target.
The 1imaging system, consisting of a x 5 microscope objective and a
500 mm relay lens gave an overall magnification of x 18. The four
frames were then spatially separated. Each of the frames was
separated by 50 ps, and a Schlieren stop of 200 um width was placed
at the focal point of the relay lens (Fig A2.7). This method of dark
ground shadowgraphy is very useful in distinguishing large density
gradients in the coronal plasma. Examples of the results obtained
are shown in Figs A2.8 and A2.9.

The experimental observations imply that within 125 ps of the laser
pulse finishing, the conditions for the smooth spherical expansion of
the underdense plasma are altered dramatically. Fine scale jets of
the order of 5-10 um wide become visible, with a nodal structure
perpendicular to the expanding plasma. The jets completely surround
the microballoon and do not appear to convect outwards any
significant distance in the next 1 ns. The interesting factor
appears to be the fact that there is no traceable small scale
correlation between any of the frames. Except for the pericdicity of
the jets, one must assume that either the transmission angle of the
four beams causes the variation in image characteristics, or rather
that the overall stability of the density fluctuations is low
compared with the interframe time of 50 ps. What can certainly be
deduced from the photagraphs is that the unstable structure grows
initially faster than that 50 ps time scale. The limitations to the
experiment, however, are such that the maximum density probed was
relatively Jow due to the effectively large f-number of the
coliecting optics. These results, if only a tentative first glimpse
at the formation of the thermal instability in expanding plasmas
indicate certainly that further work with a larger aperture optical
system, with the possibility of multi-frame holography, combined with
a shorter frame time should yield the information needed to explain
these effects.
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Fig A2.8 Four Schlieren

irradiatien.

images, taken on a single shot, during laser



Fig A2.9 Four Schlieren images, taken on a single shot, after laser

irradiation.
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A2.3 OPTICAL REFLECTOMETRY OF ABLATING TARGETS
A.R. Bell and P. Choi (Imperial College}, A.J. Cole (RAL)

The success of laser-driven implosions is largely determined by the
degree of spherical symmetry. ~Asymmetry can be the result of
non-uniform laser illumination, Rayleigh-Taylor instability or
ablation instabilities. Asymmetry is important if it affects
super-critical densities, and the _dominant scalelength for shell
disruption s thought to be the shell thickness (s10 micron).
Consequently, there fs a requirement for a diagnostic which detects
structure on a scale less than 10 micron in the super-critical
plasma. Optical probing in transmission is limited to low density
because of refraction, and X-ray imaging has difficulty providing the
required resalution. An alternative diagnostic s optical
reflectometry. A short pulse, short wavelength probe beam fis
directed onto the target. It is reflected from jts critical surface,
and the target imaged to find the area at which reflection occurs.
The probe critical surface acts as a mirror. If the mirror is smooth
the spherical probe 1ight wil1l only be reflected into the imaging
optics from a small area determined by specular reflection, and the
image will show a small spot of reflected probe Tight on the target.
If the mirror is distorted as a result of asymmetry, probe Tight will
be reflected into the imaging optics from widely-spaced parts of the
target giving a disordered appearance to the image.

The feasibility of this technique was investigated in the Tast two
days of a transmission probing experiment (Bassett & Willi, see
section A2.2 ) using a 2nd harmonic probe, Raman shifted to 622 nm,
with 12 driving beams at firradiances around 10'* W e¢m.  Carbon
targets (Tow Z) and 1 micron driving beams were used to reduce the
collisionality of the plasma and hence finverse bremsstrahlung
absorption of the probe beam. The main difficulty was in detecting
the reflected probe beam above the self-emission of the target. If
the intensity of the probe beam was reduced substantially,
reflections were not detected, but with the probe at full intensity
clear reflections were seen. On the occasion of the experiment only
relatively broad band (1008) filters were available to reject
background self-emission. Use of narrow band filters (10A) and
simple steps taken to jncrease the probe intensity on target should
bring the reflected signal well above the noise level.



Figure A2.10 shows the imaged reflection on one of a total of four
successful shots. The reflection is the small soft-edged bright area
toward the lower left of the 250 micron diameter target. The size of
the bright region (approx. 7 micron across) is close to that expected
for reflection from a perfectly spherical mirror, and suggests that
departures in the mirror from tangential are at most only a few
degrees. Hence the prelimary indications are that this kind of target
is highly regular above critical density. The target was solid
carbon, and therefore not susceptible to the Rayleigh-Taylor
instability. It would be interesting to apply this technique to
Rayleigh-Taylor unstable shell targets.

A2.4  SPACE RESOLVED MEASUREMENTS OF ABLATION UNIFORMITY

D Brown, E R Wooding, P Norreys (Royal Holloway and Bedford MNew

College), A J Cole, M H Key (RAL)

A2.4.1 Introduction

We have previously developed an X-ray pinhole camera combined with a
multilayer X-ray mirror to produce monochromatic irnagef,t‘u‘z'15 . The
images produced had good spatial resolution (£ 20 wum), high
brightness and greatly improved contrast between the X-ray emitter
(In this case Au M-band) and the background emission from the
plastic. Combining the monochromatic X-ray pinhole camera with an
X-ray streak camera, allows a direct observation of the spatial
uniformity in the burn through to a buried marker layer as a function
of time. If this is combined with a timing fiducial, either using a
second target or by a UV fiducial, the spatial uniformity of the mass
ablation rate, and therefore the ablation pressure, can be measured
as a function of irradiance, focussing conditions and incident laser
wavelength.

A2.4.2 Diagnostics

Both high power laser systems'avai]ab1e at RAL, SPRITE and VULCAN,
were used to provide intense laser radiation at 0.249 um and 0.53 um
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Y respectively. The diagnostics in both cases consisted of the
. 0.249 pm monochromatic X-ray pinhole streak camera and an active pinhole
Laser camera. -

Radiation.

The monochromatic X-ray pinhole streak camera (which is described in
detajl in Section £5.1 of this report) is shown in Figure A2.11. The
mirror used was a W/C multilayered structure of 2d = 43.2A. The
pinholes were 20 um in diameter and the total magnification of the
camera was set at x 15. This gives a spatial resolution of 21.3 um.
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. b A2.4.3 Experimental Arrangement - SPRITE
.\ The arrangement of the target area is shown in Figure A2.12. An
Molnochromq-tic Fused silica optical fidicual monitor (described in Section C5.2) was set up te
x - ray optical fibre mark the beginning of the laser pulse.
pintole - streak
- camera The SPRITE laser provided a 15 ns, 30J pulse. This gave an

irradiance of 2.5 x 10!2 Wem~% for a focal spot of 100 um. The

targets, {illustrated in Figure A2.13, consisted of flat copper

101lipop targets overcoated with a selenium stripe (width 30 um} and

then with N paralyene. The stripe was used instead of closing the

} s1it Jaws on the streak camera. The wavelength was set at 7.8A to

JARGETS ' give a monochromatic image in intense SeXXV L shell resonance line
emission.

Fig A2.12 Experimental arrangement in the SPRITE target area.

SELENIUM STRIPE

/ A2.4.4 Experimental Results — SPRITE
1]
/ Figure AZ.14 shows the first test result with the new system from the
1 /HALK SPRITE data. The eariiest burn through occurs after 2.5 nsec and the
L ASER s -);0;—- latest after b5nsec indicating spatial non-uniformity in the mass
10 gblation rate with a 3:1 range from 3.0x105 to 1x10% gcm-2sec-t.
y Further analysis of the data is continuing.
."/ .//,
. : A2.4.5 Experimental Arrangement — VULCAN TAW
~. - /
\ | Figure A2.15 1llustrates the arrangement of the diagnostics in the
/4 & W' PARAEAE \PARALYENE TAW .chamber.. .A seconda-ry target witi.mut ablater layer \1»?3 us;.edtt.:o
oo’ LoLumoe \ OVERGGOAT OVERCOAT provide a timing fiducial. The main targets were so plastic
OIAMETER SELENIUM
2‘% pm STRIPE
WIDTH= 30pm

Fig A2.13 Flat lollipop targets used in the SPRITE run.
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Fig A2.14 Typical data from targets irradiated at 0.24%um. The
absorbed irradiance wag 1x10'3 Wem-? and the plastic ablator

thickness was 5.5um.
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Fig A2.15 The arrangement of diagnostics in the TAW chamber.
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microballoons, of diameter 300 um, overcoated on one side with
selenium and then with N paralyene of thickness 1 um. The pulse
Jength was 800 psec and the incfdent irradiance was between 1 and
2 x 10%* Wem-2. The X-ray wavelength was set at 7.8 as before and
the streak speed was 107 ps/mm on the film.

A2.4.6 Experimental results — VULCAN

The uniformity of the mass ablation rate due to beam overlapping on
spherical target has been of considerable interest in implosion
experiments A2.16]. By systematically varying the focussing
parameter D/R (D is the distance from the centre of the balloon to
the focus and R is the radius of the balloon), the non-uniformities
due to beam overlap can be varied and observed.

Figures AZ2.16, A2.17 and A2.18 show space and time resolved images of
the burn through to the selenium layer.

It is seen that the non-uniformity diminishes raplidly with D/R in the
range of 5 to 20. Each result was found to be reproducable. Figure
A2.19 shows a diagram of the maximum and minimum mass ablation rate
plotted against D/R.

Smaller targets (of diameter 150 um) were irradiated with fixed
D/R = 10 and variable irradiance. When the mass ablation rate # is
plotted against the absorbed irradiance I.» the scaling of M was
found to be simi1aEA;o7prev1ous results deduced from time resolved
X-ray spectroscopy -1 ]. When the larger targets were irradiated,
there was a greater range between maxima and minima (see Figure
A2.20) and the minima fell below spectroscopic data. The average
mass ablation rates for large targets is about 30% lower than the
¥-ray results suggesting that the 30% difference between ion emission
data and time resolved X-ray spectroscopy was due to beam overlap
non-uniformities.
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conditions at higher irradiance (~1.]10!'*% Wem-3). The
fudicial marker was produced with a fibre-optically

coupled 4th harmonic pulse,
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AZ2.4.7 Conclusion

- The error bars in Figures A2.19 and A2.20 can be reduced by employing

a UV optical fiducial and by using thicker plastic overcoats.
Increasing the magnification allows the diameter of the balloons to
be reduced and the range of the absorbed irradiance increased. These
improvements have been implemented in the most recent experiment in
TAW, and an example of the better gquaiity new data is shown in Figure
A2.21.

A2.5 INTERACTION STUDIES IN LONG SCALE LENGTH PLASMAS
D Bassett, N Islava and 0 Willi (Imperial College)

A Giulietti (Pisa)

A2.5.1 Stimulated Raman Scattering, Two Plasmon Decay, Stimulated
Brillouin Scattering and Laser Beam Filamentation

Preliminary experiments have been carried out to investigate various
instabilities 1in large, hot, dense, preformed plasmas. The
understanding of these processes in laser produced plasmas is crucial
due to the detrimental effects of fast electron production and
generation of non-uniformities. These instabilities are strongly
dependent on the density scale length and consequently become more
important in Targe millimetre sized plasmas.

(a) Stimulated Raman Scattering and Two Plasmon Decay

A large homogeneous plasma 1 mm in length and about 200 um in width
was produced using the line focus arrangement. Two pairs of two
opposing green laser beams were focussed onto a thin foil target by
the off axis lens-mirror configuration. The size of the line focus
was 1 mm by 200 um. A}l four laser beams were superimposed to give
an irradiance of 1 x 10%* W cm-2 in a 70 ps pulse. The targets
consisted of a 1000A thick formvar substrate overcoated with either
an Al stripe 200 um in width and 350 nm in thickness or an Au stripe
200 pm in width and 50 nm 1n thickness.
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Fig A2.22 Schematic of experimental arrangement for SRS and TPPB
observations. ’
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A green high power interaction beam was focussed axially into the
preformed plasma with an /2.5 Jens. The pulse length was about
800 ps. The Raman signal scattered back from the plasma was
collected by the focussing lens and imaged onto the slit of two

spectrographs. The output of one of the spectrographs was coupled to
an S20 streak camera. The experimental arrangement is shown in Fig
A2.22.

The density and temperature of the preformed plasma was changed by
varying the time separation of the heating laser beams forming the
plasma and the interaction beam.

Fig A2.23 shows a series of microdensitometer traces of several time
integrated stimulated Raman Scattering (SRS) spectra obtained on Au
targets. The time delay of the interaction beam relative to the
heating beams was varied between 2.2 and 4.2 ns. The intensity of
the interaction beam was about 8 x 104 W cm. As can be seen in Fig
A2.23 when the separation between the heating and interaction pulse
was increased the Raman signal was emitted in a narrower spectral
band. The fall-off of the emission at shorter wavelength, was
however, similar in all the cases.

When the separation of the two pulses was reduced to 1.2 ns (i.e., in
this case the density of the plasma is higher when the interaction
beam interacts with the plasma). 3/2 and 1/2 W, harmonic emission
were observed instead of the SRS signal indicating the presence of
the two plasmon decay (TPD). A microdensitometer trace is shown in
Fig A2.24.

In addition to the time integrated data, time resolved SRS spectra
were recorded. Fig A2.25 shows a spectrum taken on an Al target.
The irradiance of the interaction beam was 7 x 10%¢ Wem-%. The
separation of two pulses was 3.2 ns. As can be seen the SRS signal
is emitted in a narrow band which shifts to the blue later in the
laser pulse when the plasma expands.

{b) Stimulated Brillouin Scattering

Backscattered Stimulated Brillouin Scattering (SBS) was investigated
under similar experimental conditions as SRS and TPD. Again time
integrated and time resolved spectra were recorded.
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Fig A2.26 Streak record showing SBS spectrum.
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Fig A2.26 shows a streak record of a SBS spectrum which was taken on
an AL target. The separation of the heating and interaction pulse
was 3.2 ns. The drradiance of the 1interaction beam was
3 x 10** Wem-2. In addition to a reference line at 5267A, the S5BS
spectrum can be seen which is shifted to the red. Short bursts with
a longer spectral shift are observed which may originate from high
intensity regions of the laser beam.

(¢) Laser beam filamentation

Simultaneously to SBS, laser beam filamentation has been studied in
large plasmas. Transverse to the plasma column, interferograms were
recorded: by using-an optical probe beam (A = 0.62 um, duration ~15
ps).

Fig A2.27 shows an interferogram taken at the peak of the interaction
beam. The interaction pulse was delayed by 2.8 ns in respect to the
heating puise.

A small channel can be seen in the background plasma indicating that
the whole laser beam was self-focussed. A detailed analysis is
presently 1n progress.
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Fig A2,27 Interferogram showing a small channel which indicates whole
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A2.5.2 The Rayleigh—-Bénard Instability in Laser Produced Plasmas

D Bassett, 0 Willi {Imperial CoT1ege) G Pert (Hull University),

R G Evans (RAL)

The ability to generate large aspect ratio plasmas (length »>> height)
has come about as a consequence of recent interest in the production
of X-ray lasers. With this in mind an insight into the fluid
dynamics of associated schemes becomes essential, especially when the
target design prevents an expected cylindrical expansion of the
regions where lasing may occur. This has proved the case for thin
foil targets as will be exp1ained, due to the interaction of the
expanding stripe with the Formvar substrate. However, it is this
region which proves interesting with respect to large scaleTength
instabilities.

The experiment primarily concerned itself with the irradiation of
AMuminium stripes of a size 25um x 173nm which were coated onto a
substrate of 1000A thick Formvar. The 1ine focus arrangement in TAE
operating with four symmetric beams exploded these stripes with
energies of up to 400 in 70ps at 0.53p along a length of 1.5mm.

The main diagnostic was the multiframe probe, previously described.
Five low power 15ps pulses of wavelengths 622nm, separated in time
recorded the plasma state both by interferometry and taking Schlieren
photographs. The probe was directed across the axis of the stripe, a
further two frames were directed axially to give some indication of
the lateral expansion.

The results which ensued were not, however, as expected. The axial
images did not show the cylindrical expansion which was predicted but
rather implied that the plasma was forming a cold plasma above and
below the heated atuminium. The predominantly carbon plasma travels
faster since the velocity is inversely proportjonal to mass/area.
The aluminium, now constricted pushes out becoming underdense to the
622nm probe within 150ps. However, what is interesting is the
interaction region between the aluminium and plastic, which is viewed
by the probe system. The inner material aTlthough of a lower density
still remains hot, and is accelerating into the surrounding dense
fluid. Such a system is possibly Rayleigh-Benard instable, provided
- IVT|>|Vpl, see Figure A2.28.
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A typical sequence of results can be seen in fig (A2.29). The first
image, taken with a 500um Schlieren stop appears 2.43ns after the
target was filluminated with an intensity of 3x10%* Wcm*2.  The
central underdense region appears reasonably turbulent with perhaps
some background order which is only visible by comparison with the
other three images. 110ps later a greater amount of uniformity is
achieved until at 2.69ps the appearance of six square cells becomes
obvious. The dauble image in the final two photographs is on account
of the Nomarski type interferometry attempted 1in these frames.
Consequently the images are Just shadowgrams. The final frame,
another 275ps later and the 50um square cells are fully formed.

The ordering of the dense and underdense materials into such shapes
can only be via some convective instability, since free flow should
just encourage greater irregularity. The appearance of these large
scale cells is also typical of a Rayleigh-Benard type instability.
However, conclusive proof would rely on an accurate temperature
measurement across the active region combined with some method of
measuring any vorticity if it occured within each cell.

It is hoped that future work will answer some of the guestions and
perhaps solve the driving mechanisms.

LASER DRIVEN BENARD INSTABILITY

X /
; A
7 e D003
) | DENSITY / \
THIN FOIL
TEMPERATURE

TRANSIENT
CONVECTION CELLS

Fig A2.28 Schematic diagram of a Rayleigh-Bénard unstable system.
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Fig A2.31  Schematic of experimental arrangement.

Fig A2.29 Optical shadowgrams showing the development of a possible

convective instability.
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A2.6 MASS ABLATION RATE MEASUREMENTS | ‘ incident laser pulse. The time separation between the Si Lya and Ca
Heu is small indicating that the heat front is steep.
S D Tabatabaei, 0 Wil1§ (Imperial College)

C Chanais-Popovics (Palaiseau France)
P Apte (RAL) ‘
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In laser produced piasmas, .the laser energy is absorbed below and up - 1 [) —

to critical density. In laser fusion targets, this energy must be
transported beyond the absorption layer via electron thermal
conduction towards colder, higher density regions of the target to
heat up material and cause ablation which, In turn generates an
inward pressure to compress’' the fusion fuel. If the thermal
transport is inhibited, the consequences will be a weaker ablation
and therefore, a weaker implosfon. Detailed investigations have been
carried out to measure the mass ablation rate on spherical targets
which are uniformly illuminated with 12 green laser beams. The laser
beams were focussed onto the target with /2.5 lenses. The laser
pulse had an approximately gaussian temporal profile with 0.8ns full
width at half maximum. Targets used consisted of solid silicon
spheres (80 to 150 um in diameter) doped with calcium and overcoated
with various layers of CH, (0.5 to 2um), Af (0.05 to 0.1um} and CH,
(0.1 to 2um) (see Fig A2.30).

The primary diagnostic was a time resolved crystal spectrograph where
a TLAP crystal was coupled to an X-ray streak camera. In addftion,
X-ray pinhole cameras, calorimeters, X-ray diodes and a time

integrated X-ray crystal spectrograph were used. ()‘55

LINE INTENSITY (A.U]

A schematic of the experimental arrangement is shown in Fig A2.31. A
separate laser beam with a short duration (100ps) was used to produce
an X-ray time fiducial which references the X-ray spectra to the
temporal profile of the incident laser pulse.

SHOT6 20/5/86

Fig A2.32 shows a streak record taken on target which had the TN TS IS IR N e

following layers (diameter ~155um, CH, in 0.8um, A% = 0.05um, CH, out ._1 () (J
= 1.3um) and was irradiated at an Intensity of 2 x 10!'* Wem-2. X-ray )

transitions from the the A% layer and glass core can clearly be seen.

The time delay between these transitions can readily be obtained and TIME (ns)
is plotted in Fig AZ2.33. Zero corresponds to the peak of the :

10

Fig A2.33 Microdensitometer traces showing the time delay between the

Al and Si transitions,
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From a series of similar shots at various irradiances the mass
ablation rate as a function of irradiance has been obtained. This is
plotted as a function of absorbed irradiance in Fig A2.34, together
with measurements taken on a previous experiment where similar
targets were irradiated with six infrared laser beams.

A2.7 SHORT PULSE TRANSPORT STUDIES

S D Tabatabaei, D Riley, 0 Willi (Imperial College)
C Chanais-Popovics {Palaiseau France)

A series of experiments have been carried cut where thermal transport
was investigated using laser pulses which have a fast rise time and a
short pulse duration. This avoids an interference of the
hydrodynamic effects on thermal transport. 1In addition, the heat
front scale length can be measured since the electron mean free path
is larger than the layer thickness of the targets.

Targets used were solid glass balloons overcoated with layers of KCi
(0.1um) or CH, (0.1 to 0.3um), A% (0.05um) and an outer layer of CH,
(0.1 to 0.5um). The targets were uniformity irradiated with 12 green
(A=0.53um) laser beams. The pulse duration was 70 ps. A separate
synchronised laser pulse was used to generate a short X-ray pulse for
an absolute time fiducial by irradiating a saran target. The primary
diagnostics was a time resolved X-ray crystal spectirograph. A flat
TLAP crystal was coupled to an X-ray streak camera. The temporal and
spectural resolution was 20ps and 100mAk respectively.

Fig A2.35 shows a streak record taken on a target which was
irradiated at an intensity of 3 x 10!'* Mcm-2., The target diameter
was 150um overcoated with layers of KC2 (0.1um), AR {0.05um) and CH,
(0.2um).

No potassium, Chlorine nor Silicon transitions are seen. The turn—on
of H-1ike transitions of aluminjum is delayed by about 35ps relative
to the turn-on of the He-like transitions. When the Taser irradiance
was increased to about 9 x 10%** Wem-2, a fast turn-on of A#, K, CL
and 5§ transitions is observed. A streak record taken on a simitar
target as in Fig A2.35 is shown in Fig A2.36. Again the H-1ike lines
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of aluminium are delayed by about 35ps in respect to the He-like
transitions. K Heuis delayed by about 50 ps relative to Al He,.
This data is presently being analysed.
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Fig A2.34 Measured mass ablation rates recorded on spherical targets

which were irradiated with green laser light,



Fig A2.35
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Streak record taken on a uniformly irradiated multilayered
spherical target showing no potassium, Chlorine nor Silicon

lines.
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Fig A2.36

Allys 2KHex  SiHe«

Streak record taken on mdltilayered targets showing burn-

through to the glass core.



A2.8 DENSITY AND TEMPERATURE MEASUREMENTS

D Riley, D Tabatabaei, 0 Willi (Imperial College)

C Chenais-Popovics {Ecole Polytechnique Palaiseau France)
A Hauer (Los Alamos)

P Apte, A Cole and S Rose (RAL)

It 1is vital for a detailed understanding of electron thermal
transport in laser produced plasmas to measure, in addition to the
mass ablation rates, the density and temperature profiles in the
region between the absorption and ablation layers. Using time
resolved spectroscopy, these parameters were measured on spherical
targets under similar conditions as the observations described in
A2.6.

Targets consisted of solid plastic spheres (v150 um in diameter) with
an Al tracer dot (75um in diameter, 0.1 um in thickness) which was
buried below an overcoating of CH, (0.2 to 2.0um). The solid balls
prevented the target from imploding. The targets were i}lluminated
uniformly with 12 green laser beams (A=0.53um). Again as in the mass
ablation rate measurements, the pulse length was 0.8 ns {FWHM).

Extensive diagnostics were used to study the plasma corona. Time
resolved streak profiles of Al Hey were recorded using a novel
experimental arrangement where a toroidally focussing PET crystal was
coupled to an X-ray streak camera. A schematic is shown in Fig
AZ.37. The spectral and temporal resolution was about 2 mA and 50ps,
respectively. These observations resulted in density measurements.
The temperature was obtained from time resolved 1line ratio
measurements. X-ray 1line emission from the AR tracer dot was
dispersed by a TLAP crystal onto the slit of a second X-ray streak
camera. The spatial movement of the tracer dot was observed with a
space resolving X-ray crystal spectrograph. In addition, X-ray
pinhole cameras, plasma calorimeters and XRD's were used. Again as
described in A2.6 a separate laser beam was used to generate a time
fiducial.
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Fig A2.37 Schematic of the time resolved X-ray spectrograph using a
toriodally focussing PET crystal.

Fig A2.38 X-ray pinhole camera image.
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Fig A2.38 shows a typical X-ray pinhole camera image. The dot SPATIAL PROFEILE OF AL-HE“' LINE
emission superimposed on the plastic emission can clearly be

observed.

A stark profile of AR Hey recorded on a target with a 0.84pum outer
plastic layer which was irradiated at an intensity of 3 x 1022 Wcm-2
is shown in Fig A2.39., The absorbed laser energy was about 59%.
Also shown In Fig A2.39 a microdensitometer trace plotted at the peak
of the incident laser pulse. The measured profile is fitted with
code predictions (RATION and SPECTRA). The best fit is obtained for
a density of 4 x 10 2* cm-®. The measured stark width of 40mA
dominates instrumental, source, Doppler and opacity broadening of
about 2mA. The demsity evolution versus time 1s presently being

analysed. _ PEAK EMISSION

SHOT7 28/5/1986

INITIAL TARGET
SURFACE

Simultaneously to the stark profiles, a Tine emission spectrum was 7
recorded. Fig A2.40 shows a streak record obtained on the same .

target as described above. A microdensitometer trace is also given 100 50 0 -50
in Fig A2.40. From the l1ine ratio of H/He like transition the
temperature can be obtaimed. The experimental spectrum s fitted , RADIUS(]Jm)

with SPECTRA resulting in temperature profiies. This work fs
presently in progress. T

Fig A2.41 shows the spatial emission of AfHe, as obtained by the time Fig A2.41  Spatial profile of AQHET tran§1t1ons.
integrated spectrograph. The spectrograph was located at 9G° to the

expanding dot., The peak emission occurs about 25um from the initial

target surface.

These observations are presently being compared to theoretical
model1ing.
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A3.1 ION CORRELATION EXPERIMENTS IN HIGH DENSITY PLASMAS

T A Hall, R W Eason, A Djaoni, C Jackson, B Shiwai (Essex University)
S J Rose, A J Cole and P Apte (RAL)
Experiment

The preliminary experiments carrifed out last year (A3.1). were
continued in order to provide a series of backlighting probe times
for a range of target irradiances. The experimental arrangement is
essentially the same as the previous year except that greater care
was taken to set the spectrograph angle so that the
backlighter-target-spectrograph axis corresponded to about 1Q0eV above
the aluminium K-edge. This ensured that all the X-ray wavelengths of
interest passed through a shocked region of target.

In addition to the main diagnostic a pinhole camera observed the
backlighting emission and the active pinhole camera observed the main
target X-ray emission. The backlighting targets were 200um diameter
uranium spheres; these could be 11luminated by 1,2,3 or 4, 100 psec
green beams of the VULCAN laser to produce the short X-ray pulse.
The pinhcle camera photos of the X-ray emission from the backlighting
targets showed some structure with multibeam illumination. This was
assumed to be the result of pointing errors. The X-ray emission
profile of the main target was, however, much more uniform over most
of the 500 um focal spot.

The crystal spectrograph was the same (TIAP) as for the previous
experiment and attempts to coat the beryllium window with 10-15 um of
silicon was unsuccessful. Consequently the second order reflections
from the T1AP remained a problem. As before, the second order was
measured by filtering out the first order over part of the entrance
aperture with 150 um beryllium foil. Greater care was taken over
wavelength calibration by using a thin silicon K edge filter. An
aluminium emission spectrum was also recorded alongside the EXAFS
spectrum by taking a second shot on each exposure of an aluminium
target placed a few miilimetres from the original backlighter target
position.
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We successfully acquired spectra on a total of shots at various
irradiances and delay times of the backlighter probe. The most
complete set of data was obtafned for the irradiance range 4.5 x 10
to 5.5 x IOIZWCm2 on target. Microdensitometer tracings of these
spectra are shown in figure A3.1.

Data analysis

Since the aluminium K-edge will move under shock compression, this
cannot be used as an absolute wavelength fiduciary. Far the EXAF3
measurements, however, this is of little consequence since the EXAFS
spectrum is always relative to the edge. Nevertheless, an absolute
spectral calibration is obtained from the silicon edge filter.
Accurate dispersion was obtained from the first order aluminium
spectra alongside the EXAFS spectra. The aluminium spectra could not
be used as an absclute wavelength calibration since the spectrum's
position relies on the precise placing of the aTuminium target.
Since this needed to be placed a few millimetres away from the
original position of the backlighting target it was decided that this
technigue could not be relied upon. In practice most shots showed a
placement accuracy better than expected.

The spectra shown in figure A3.2 were traced using wide slits on the
microdensitometer: this reduced the grain noise of the film but did
not remove defects in the image which mainly arose from crystal
imperfections (T1AP crystals particularly seem to show variations in
reflectivity, usually over small well defined areas). We have tried
several numerical techniques to remove these marks but we have found
that taking multiple densitometer scans and neglecting the regions
where the marks exist by visual inspection gives the best results.
The second order spectrum is then numerically subtracted from the
combined spectrum by an iterative process which takes account of the
different film sensitivities of DEF film to the first and second
order spectral regions. As a part of this process the absorpticn
coefficient is calculated.

The resulting spectra show usually at least two absorption bands near
to the K-edge. As we move further from the edge however the noise
introduced by the second order subtraction increases and less



Relative absorption (arb. unit)

—  T=+600Ps

T=+500Ps

— T=+400Ps '

N . T=+300Ps

— T = +200Ps

T=+100Ps

T=+«0-0Ps

! ——— T=-250Ps

15.50

Energy (ev)

1600 1650 1700 1750

A3,1 Experimental EXAFS data as traced from microdensitometer scans
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reliance can be placed on the results. We have attempted to use the
EXAFS analysis programmes at the Daresbury Laboratory to analyse this
data, This technique, however, has not proved very successful,
mainly because the programmes give a high weighting to spectral
regions distant from the edge. In our case this means that the
programmes give a high weighting to the noise, with the consequent
unsatisfactory results. This problem can be partialiy overcome by
"windowing" the data to contain spectral regions, but now the results
depend to some extent on the window positions; ‘again, an
unsatisfactory situation. The best techniques that we have found
uses EXAFS spectra calculations of cold compressed aluminium (A3.2).
We have used results of one component plasma Monte Carlo calculations
(A3.3) for the ion pair correlation Ffunction to determine the form of
a Debye-Waller term to be included in this EXAFS data. This
calculation is not self consistent but the results do show the
general features of the experimental data. The first two absorption
bands are not seriously affected by finite temperatures and are still
given approximately by the formula (A3.2)

- - 2

where E is the energy position of the peak, X is a constant dependent
upcn which peak is considered and S is the Wigner-Sietz radius

ie %11 S3 =V, the volume occupied by one atom or jon.

Over the compression range of interest this formula differs by less
than + 5% from the code calculations of Albers et al.

The experimental points for the compression are plotted on figure
A3.2 together with predictions of the MEDUSA for the compressiom.
The experimental points have been shifted forward in time by &0 psec
to give a better correspondence with the code. The justificatiom for
this is that the actual shape of the laser pulse will wary,
particularly at early times, from the Gaussian shape assumed in the
code calculations. The 1large error bars arise because of the
uncertainty in the band positions.
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delay. Hatched region indicates MEDUSA simulation and broken

line shows calculated value of T.

At present we are not able to give a very definite value for the ion
coupling parameter, T, except to say that it must be greater than 10
for us to observe the depth of modulation of the spectra that we do.
Other factors such as time smear, spatial and temporal
inhomogeneities will also reduce the observed depth of modulation.
We have not yet attempted to deconvolve these factors but rather
crude estimates would suggest that the experimental point at +500psec
would not have a [ of greater than ~ 30. At later times noc EXAFS
spectrum is observed suggesting the T < 10. From the density agd
this value of [ we can estimate the value of the jonisation, Z .
This must lie somewhere in the range 2-3. The Thomas-Fermi equatiog
of state calculations in the MEDUSA code suggest that at this time Z

= 5, The reason for.this discrepancy is not understood.

The broken curve in Figure A3.2 shows the value of T calculated from
the Thomas-Fermi when the ijonisation has been reduced to correspond
to the experimental values. This now gives an unrealistically low
vatue for I at room temperature where [ should be fn the order of
150.
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A3.2 X-RAY EMISSION MEASUREMENTS FROM HIGH ASPECT RATIO IMPLODING
SHELLS

M J Lamb, C L S Lewis, E Robertson, J Corbett, P McCavana (Queen's
University, Belfast)

P Norreys (Royal Holloway and Bedford New College)

C Popovics (Ecole Polytechnique, France)

A Rodin (Lebedev Institute, USSR)

B Fraenkel {(Racal Institute, Jerusalem)

Introduction

We have previously reported x-ray radiographic studies of the 12-beam
implosion of polymer shell targets having aspect ratio in the range 7
- 20 (A3.4, A3.5). On a number of shots, particularly at higher
aspect ratfo, strong X-ray self emission was observed from the
implosion core. The core feature sometimes appeared elongated or
even consisted of two distinct features, and was not always
geometrically centred. The origin of this self emission was somewhat
uncertain. One suggestion was that 1t might be due to the
coaTescence of finwardly directed jets of shell material. In this
case 1t would be expected that the emission would occur before peak
compression. It was also suggested that high Z impurities in the
shell could be the source of the bright emission. However, the
previously recorded X-ray emission spectra could not be interpreted
unambiguously owing to the presence of bright emission from the
supporting gliue. The aim of the present experiment was to identify
the origin of the core emission and to Jinvestigate the effect of
increasing the target aspect ration on the implosion dynamics.

Experimental

Empty CH polymer shell targets having aspect ratio in the range
r/dr = 10-16 were driven ablatively by 12 beams (0.53 micron, 0.8 ns
FWHM) at absorbed irradiance levels of ~10!%W/cm-2. The X-ray
enission was recorded on a range of diagnostics comprised of:
.active and passive pinhole cameras
.two orthogonally oriented space-resoiving crystal spectrometers
.two time-resolving spectrometers looking at 0.6 keV and 2keV
radiation respectively.
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An X-ray timing fiducial was obtained by irradiation of a tungsten
wire target with a 100ps laser pulse timed to arrive ~lns ahead of
the main drive beams.

The polymer shell targets used were chosen as follows. Based on a
crude analytic scaling argument 1t can be shown that if r2dr is kept
constant then targets of any aspect ratio r/dr will implode in
approximately the same time for a fixed absorbed laser energy and a
fixed pulse length, Targets designs were scaled from the low aspect
ratio targets used previocusly (r ~ 75 microns, dr ~ 10 microns) with
the knowledge that peak compression was on the falling edge of a 0.8
ns FWHM, 0.53 micron pulse and an absorbed energy of ~ 80 J.

Figure A3.3 shows the r3dr line used, the actua) targets shot and the
results of Medusa simulations run over the r, dr parameter range.

The implosion time, the fraction of the Tnitial shell wall ablated

and the absorbed irradiance are all slowly varying functions over the I _ I _
aspect ratio range from 10 to 60. A five-fold increase in compressed ¢

shell material temperature is indicated over the range.

Fig A3.4 (a} Pinhole camera picuture showing core and coronal emission (i
10 space resolved core emission at 1 keV (c) 0.6 keV streak showing

pulsing in the core emission. The spectral lines are sulphur

originating in the target support glue,
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A3.5 Densitometer trace of 0.6 keV streak showing fiducial, coronal
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A3.6 Implosion times relative to the peak of the drive pulse as a

function of aspect ratio. The simulation corresponds to 20%

coupling of 400J incident energy in a 0.8ns FWHH pulse which was

typical for the focussing conditions used,

Results and Discussion

The pinhole camera images (see e.g., Figure A3.4a) showed bright core -
emissfon with scale lengths -¢< 20 microms, a ring of weak self
emission from the shell, and bright emission from the target support
glue. .

The orthogonally oriented space-resolving spectrometers allowed us to
unambiguously jdentify the X-ray emission from the various parts of
the target. Strong K-shell 1lines from sulphur and chlorine were
found to be due only to the glue which attached the target to the
supporting stalk. The wall and core emission was found to be carbon
continuum and there was no evidence of any 1ine emission due to high
Z impurities in the shell. A space resolved spectrum showing
dominant core emission of carbon recombination radiation in the
region of 1.5nm is illustrated in Figure A3.4b. Measurement of the
continuum slope allows the core temperature to be estimated (T > 200
eVv).

Streak records from the time resolving spectrometers are shown in
Figure A3.4c and d. Dne spectrometer (c) was set to record a
narrow spectral region at 2.0 nm and therefore once again shows
carbon recombination radiation. A typical densitometer trace 1s
11lustrated in Figure A3.5 and shows the timing fiducial from the
tungsten reference target followed by emission from the target shell
enhanced at peak compression by a short burst of emission from the
core. This represents the first direct measurement of implosion time
in 12-beam ablative compression experiments. The 2 keV streak camera
(Figure A3.4d) showed sulphur line emission coincident with the main
Jaser pulses (as expected since they originate in the glue) and in
shots corresponding to bright core emission (high aspedt ratio) also
showed the delayed carbon continuum from the core.

Figure A3.6 shows the measured implosfon times with respect to the
pulse peak with shots normalised to an absorbed energy of 80 J.
Corrections involved are smaller thanm. Intrinsic error bars in all
cases. Also plotted are the implosion times predicted by MEDUSA
simulations. The effect of radiative preheat was included but found
to make 1ittle difference to the time of peak compression. The
implosion time discrepancies observed in comparison to simulation are



of the order of +/-200 ps over the entire aspect ratio range
indicating that higher aspect ratio targets perform Just as well as
low aspect ratio targets within the 7imits of shot-to-shot
perturbations introduced by 17lumination uniformity, alignment, and
target quality.

On some higher aspect ratio targets, which otherwise imploded on the
correct time scale, multiple emitting cores were observed in pinhole
plictures and double pulsing in the core emission ws observed in the
high energy channel. Similar targets radiographed at early times in
the implosion showed signs of shell break-up yet yielded bright well
defined cores on time integrated pinhole pictures. The phenomena
invelved in this behaviour are not fully understood.

An attempt ws made to observe cohpression of a Freon fi11 gas but
this was frustrated due to bright chlorine emission from the ablation
front due to Freon contamination in the shell,

During this run some trials were made of two new techniques for
monochrematic X-ray imaging. These were 1maging using reflection
from spherically bent crystals (see section C5.4) and using double
diffraction in crystals (see sections (5.2, C5.3).
images were obtained.

Figure 3.7(a) shows a densitometer trace of space-resolved 0.85 nm
emission from &n imploded polymer shell recorded using a 300 wm
radius of curvature quartz crystal (2d = 0.8509 nm) with a
magnification of 5. Core emission on a scale of 15 microns can be
seen. A double diffraction instrument using beryl crystals set to
record radiation around 0.88 nm did not produce images from pure
polymer targets. However, an 1image was recorded from a polymer
target which was coated internally with bismuth. A densitometer
trace of this is 1llustrated in Figure A3.8b and shows
spatially-resolved bismuth M-band emfssion (around 0.44 nm) from the
walls of the target recorded in second order. It is envisaged that
such monachrematic imaging techniques will have an important role in
future experiments.

Some preliminary
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A3.7 Densitometer traces of monochromatic X-ray images recorded using

{a} a spherical grating crystal mirror and (b) the double

diffraction beryl crystal.

A3.3  ABSORPTION SPECTROSCOPY IN IMPLOSION EXPERIMENTS

C Chenais-Popovics (Ecole Polytechnique), P Norreys (Royal Holloway
and Bedford New College), M Lamb, C L S Lewis, E Robertson,
J Corbett, P McCavana {(Queens University Belfast), M H Key, S J Rose
(RAL)

Introduction

The quantitive diagnosis of shell conditions (that is temperature and
pAR) for hot ablative implosions using X-ray absorption spectroscopy
has been_demonstrated for 10.6 um laser irradiation’ ™ "’. A recent
attempt(Aa' to reproduce these results for 0.53 um radiation showed
that the absorbing layer had to be very thin and also had teo be
positioned less than 1 um from the inner surface of the shell. He
report here an experiment where these conditions were met and show
the advantages of using absorption spectroscopy as a diagnostic for
determining the pAR of the shell.

200 um
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A3.8 Target designs for absorption spectroscopy.

(a) Manufacture balloon with bismuth as the inner shell

(b) Glass targets overcoated with N paralyne

Density and temperature diagnostic

If an intermediate Z fion is hot enough to be ionised between the
flourine-1ike and Helijum-1ike fon stages (100-300eV), each ion stage
absorbs on a Ka line which 11es on the red side of the Hea Tine of
the absorber, The pAR of the absorbing layer can be determined from
the equationE -

M I
R o
pAR = 5,8 J in () dv

where I0 is the incident intensity. Iu the attenuated intensity, H1
is the dJonic mass and a is the fraction of all ions of each
ionisation state which are in the ground state. a is usually very
close to one. Aiso

0y = (E%i) f

where f is the absorptlon oscillator strength.
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The integral above is simply the area enclosed within the absorption
feature (provided the £ilm density is proportional to In{I}). If the
absorption oscillator strengths are known, pAR can be deﬁermined.

The ionic composition can be deduced from the relative strengths of
the absorption 1ines. A model describing the fonisation of the
material can lead to a temperature determination. A shifted K-edge
has been observed previcusly with glass targets A3.8) .nd this allows
determination of density.

Experimental Set-up

The 12 beam target chamber of VULCAN was used for the experiment.
The pulse length was 800 ps FWHM and the focussing parameter d/R was
set at +10. The absorbed laser intensity was in the range of
1-2 x 10** Wem-2.

Two types of targets were used for the experiment. One type is
illustrated in Figure A3.8(a) and shows a manufactured microballoon
of 150um typical diameter.Here a polymer balloon is overcoated with
bismuth, 'D' (chlorinated) and then 'N' paralyene. A small laser is
used to punch a hole (v 30 um) through the overcoats. The balloon fis
subsequently placed in a solvent that dissolves the original balloeon,
leaving the bismuth as the inner layer of the manufactured balleocn.
The bismuth will be heated during the peak of the implosion, emitting
M-band X-rays at 4.5 to backlight the absorption features of the
chlorinated layer. The other type of target was a glass shell
overcoated with various thicknesses of 'N' paralyene. It s
illustrated in Figure A3.8(b).

Two pinhole cameras, one active and one passive were placed
orthoganally in the chamber to observe different viewing axes. A
space resolving, time integrated mini crystal spectrometer was set up
to observe the region around 4.5F for the Bismuth-chlorine targets
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A3.9 (a) Space resolved spectrum of an imploding microballoon.
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A3.9 (b) Densitometer tracing through the bright core region.
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A3.9 (c) Pinhole picture of imploded balloon.

and subsequently at 6.8F for the glass targets. The spatial
resolution was 25um. A time resolving spectrometer consisting of a
flat PET crystal in front of an X-ray streak camera was used to
record spectra at 4.5A. The crystal was later changed to ADP for
6.8A. Spectral resolution was around 3 mh on both spectrometers.

Experimental Results

When a spherical glass shell target is irradiated with high intensity
laser light material is rapidly ablated from the surface creating an
ablation pressure of several megabars for intensities of the aorder of
101* W cm=2. The ablation pressure drives a shock wave through the
glass and also accelerates the shell. The shock wave converges and
compresses ejther gas filling the shell or low density material
ejected from the Tnner surface of the shell. A small central volume
is heated to a temperature of several wmillion K at a relatively low
density ({(<lg cm-2?). When the reflected shock waves meets the
incoming shell deceleration begins, rapidly increasing the density x
radius pAr of the shell. The high temperatures produced in the care
mean that large amounts of X-rays are emitted from this region and
can be detected after transmission through the imploding shell. The
emitted spectrum is therefore the spectrum of the hot source modified



by absorption features due to the shell mixed with emission from the
ablation plasma outside the sheil.

Fig 3.9(a) shows a spectrum for an imploded glass microballon. (shot
11 28/8/86) that 1s spectrally resolved in one dimension and
spatially resolved in the other. As spatial resolution is ane
dimensional, each point in this dimension represents the fotal
emission along a chord from the target. Hence the bright feature in
the centre of the picture shows the emission from the core plus a
smaller contribution from the ablation plasma. It is noticeable the
the core emission has a strong absorbtion feature on the Tong
wavelength side of the Si Hea 1ine.

Fig A3.9(b) is a nmlcrodensitometer tracing of the space resolved
spectrum for a similar shot (shot 8 28/8/86) traced through the core
emission. The microdensitometer s1it was set at 45um x 45um.

The tracing shows a very sharp absorption feature associated with the
1s2 + 1s2p transition for the Si VIII ion, which is also repeated in
the 1s2 -+ 1s3p transition for the same fon. Figure A3.9 (¢) is a
pinhole picture of this implosion and shows a bright imploding core.

The time resolving spectrometer could not resolve the absorption
features because the spectrometer recorded both the emission from the
core and the emission from the surface of the balloon. As the core
is relatively small compared to the surface plasma the emission from
this region was indistinguishable 1in the wvolume dintergrated
spectrum,

Figure A3.10{a) shows a time resolved spectrum of a Bismuth-chlorine
microballoon. The bright emission 1lines are the resonance,
intercombination and dielectronic satellites of Helium Tike chilorine
ions. Noticeable absorption features can be seen 1In the
microdensitometer tracing of Figure A3.10(b). The large absorption
feature of C-like ion indicates the temperature of the shell at peak
implosion was 200eV A3. The absorption features last for 300 ps.
However the active pinhole picture A3.10(c) shows no implosion core
and that the target did not implode symmetrically. Most other
bismuth-chlorine targets showed no absorption features. 0f those
that did, great difficulty ensued in matching the unattenuated
bismuth emission with the observed abserption features. However, as
can be seen in Table (1), two bismuth-chlorine targets were analysed
and showed a low pAR (1 x 10-2 gcm-2), which also suggests that the
implosion was not symmetric. We conclude that these targets are not

15

satisfactory for an accurate determination of the shell pAR.
Discussion

On figure A3.11 pAR is plotted agafnst initial pAR (dots). The
results obtained are verg similar to those measured by alpha particle
emission (crosses)(Aa' ) Error in the measurement is estimated to
be 20%. This could be reduced by a comparison of the pAR obtained
from the 1s? - 1s2p and the 1s? -+ 1s3p transitions. To do this,
oscillator strengths need to be calculated for the 1s* - 1s3p
transitions. An fonisation model is being developed to glve the
temperature of the glass shell at peak implosion. Both calculations
will be completed in the near future.

In conclusion, the diagnostic of pAR and temperature by absorption
spectroscopy is achievable in compression experiments with 0.53um
Jaser irradiation, although the shell thickness is critical having to
be thin enough for the target. to implode and thick enough for the
absorbing layer to absorb. Future measurements using this technigue
could include density as well by observing the shifted K-edge.
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A3,10 (a) Time resolved spectrum of an imploding bismuth

microballoon.
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The onset of the absorption features starta at 700ps,
’ A3.11 Plot of PAR versus PAR initial for absorption spectroscopy; X

76 for alpha particle emission.



TABLE 1

TARGET DESCRIPTION
GLASS BISMUTH D PARALYENE N PARALYENE
Ia E THICKNESS THICKNESS THICKNESS THICKNESS INITIAL FINAL

SHOT NR D/R Wem- 2 (J) {um) tnm) (um) {um) pAR pAR

1 21/8/86 10 1.0x1018 305 4 - 50 1.2 3.7 5,4x10-* 1.1x10-2

2 21/8/86 10 1.7x1014 3315.5 - 50 1.2 3.7 5.4x10-* 1.0x10-2

2 28/8/86 10 1.3x10t4 3415.7 1.06 - - 5.0 7.86x10-* 7.3x10"2

8 28/8/86 10 1.0x1014 30+5 J 1.09 - - 2.0 4.9x10-* 4.2x10-2
11 28/8/86 " 10 1.44x10%¢ 37+5 J 2.2 - - 0.0 5.9x10-4 6x10-?

5 29/8/86 10 1.5x1014 4018 9 1.06 - - 0.1 2.96x10-4 3.4x10-*
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A4,1 STIMULATED RAMAN SCATTERING IN THE PRESENCE OF FILAMENTATION

HC Barr, T J M Boyd and G A Coutts (University College of North

Wales, Bangor)

Last year we reported on how stimulated Raman scattering (SRS) growth
rates were influenced by the presence of a sinusoidal density
modulation (wave number 2K, amplitude 6n = en )} transverse to the
laser propagation direction which we used to represent a filament.
We have extended those resuits to consider how more intense filaments
(deeper density channels) modify SRS growth rates and spectra. The
reaction of SRS on filamentation is not addressed here.

Localization of the SRS resonance is the first effect that occurs as
the filament ampiitude increases from zero (e » ﬁthﬁ) through the
response of the plasma wave to the inhomogeneity in density; this is
accompanied by a rapid reduction in growth as +the bandwidth
associated with the density variation dominates that associated with
the growth (ew, - 70). Growth is strongly leocalized at density
maxima or minima. Thereafter growth reduces more slowly (as
(Tolew )12 ), When the density in the channel is Tow enough, Landau
damping further strongly reduces growth at the density minimum. The
focussing of the 1ight waves (both laser and scattered) within the
density channel strongly localizes SRS to the density minimum and can
reverse the above decreases in growth until the filament is deep
enough that Landau damping becomes strong and which ultimately wins
over light wave focussing. This is illustrated in Figs A4.1 and
Ad.2.

In deep filaments, wave fronts are no longer planar: waves propagate
as in a waveguide. Waveguide corrections to the dispersion relations
together with phase matching can give rise to a more 1imited bandwith
for SRS emission. To see this, consider ocur sinusoidal slab channel
(approximately parabolic at the density maximum) and neglect plasma
temperature. The 1ight wave dispersion relation is

w? = m; + kic? + mpc/L (1)

where L is the scale length across the filament. Phase matching then
implies a scattered wave cut off frequency
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Fig A4.1

1 + Lw
Us = 2771 + c/2fu, e (2)

which exceeds w /2. If such filaments can focus down to a skin depth
L~ c/wothen We 2 2w°/3 whence a gap would be apparent between 2m°/3
and w_/2 (at which emission from the 2w_ instability weuld be
indirectly generated}. The same argument for a self-trapped
cylindrical Gaussian filament of radius a has, instead of (1),

w =g+ k2c? + 4c2/a? | (3)

‘which yields a scattered wave cut-off frequency at

- 4c2

wg = 9o (1 +)55) )
o

Using the minimum radius for a self-trapped filament of a = (2e)!“?

c/w max where w corresponds to the density n outside the

' max
filament, gives

pmax

02 04 06 08 10

Maximum SRS growth rates relative to their homogenecus
plasma value versus filament depth for a mean dengity
Mo
Curve (a) shows the effect of the inhomogeneity on the

=0,1 N.» at a temperature of (.63 KeV and v, = 0.01 c.

plasma wave only, (b) includes scattered wave focussing and

(c) includes also laser light focussing.



_ 2 Tmax
"’s"g"_(1+enc ) (5)

If Moax ™ nc/2 say, then wg 2 2m°l3.
Inhomogeneities along the filament (due for example to filamentis
having singular or repeated foci) further complicate results:
thresholds are sensitive to the local topology within filaments.

02 04 06 08 10

As for case (c¢) of Fig A4.1 but with & temperature of
2.5 KeV.

Fig A4.2
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A4.2 THE CONTRIBUTION OF LIGHT FILAMENTATION IN LASER BEAMS TO
ILLUMINATION NON-UNIFORMITY AT CRITICAL DENSITY

D J Nicholas (RAL) and S G Sajjadi (Lanchester Polytechnic)

The effects of plasma motion on filamentation, under the influence of
both the pondermotive force and thermal gradients due to spatial
variation in energy deposition, is studied. In the present model the
filament is described in terms of an EM wave with a comlex amplitude.
The initial distribution is Gaussian in both space and time. The
time-dependent wave equation is adopted in the paraxial approximation
(A4.1). ‘

A two-fluld model is assumed for the plasma which 1s considered to be
composed of jons, charge + Ze, mass M and of electrons, charge - e
and mass m. The neutral plasma density condition is N, = IN; where
Ne and Ni are the average electron and ion densities. Defining the
rate of momentum change Tor the plasma (A4.2) as

du dv dv

—_ = _e
Pt - Nemar * MM g (1)

where Ve and Vi are the electron and the ion speeds, respectively.

The momentum equation will thus take the form

psdigéz-zl(e'—eo)v<52>—vpp (2)

where Pp is the total pressure for both the electrons and the ions.

The energy conservation equations for the electrons and the ions are

aT )
o, 3t * V Equ + pV.u + Va = E(r,t) + K (3)

a=e, i

where K is the rate of energy exchange between electrans and fons, g
is the thermal energy flux, and a flux-limit of between 0.03 and 0.1
of the free-streaming limit (A4,3) is applied. & is the internal
specific energy and CV =p the specific heat. The rate of
heating due to the laserbeam, represented by E(r,t) is due to
inverse—-bremsstrahlung absorption so that the dispersion relation
takes the form
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w w
(-:I =1 - [-E-LL-E] - %! [—E*E—Tﬂ (4)
wg + v 0wl +v , osp

]
where € 1is the complex permitivity, W is the laser 1ight frequency,
Wy is the plasma frequency and v is the electron-ion caltlision ot
freguency, given respectively by

2 P78 raol
2 _ e Ne Zm A = 105&nm
e B © ot
o3t
and
4.2 x 107° 2N - o2
e~
v = .
Tg/z
where T, s expressed in keV. o1
; ,‘Zns
The phase shift 3% in the laser 1ight due toc a density dependent ' $*xk,“ ?,"
refractive index can be written as ol ﬂ"“;ﬂ“““w
2 2
2ne 4me“N
o2 = — (1 - —& " Y2y 7
M€ L

However, additional phase-shifts arise from this treatment. In the

expression for the electrical current density J there 1is an

additional term due to the lecal contribution to the plasma motion Fig A4.3 Radial intensity profiles across the filament at
caused by the laser beam; a longitudinal component of the current Jz A = 1054 nm. Five profiles are shown at various time
a E® and a transverse component Jr « — 2iFE® V_3 where F is the
Fresnel number (= mr_/AL}, X the laser 1ight wavelength, L the local
density scale length (= n "V¥n) and r_ the initial Gaussian radius of
the beam. This latter component 1is associated with intensity
dependent radial variations of phase. When ar ° 0, self-induced
focussing dominates and diffraction spread and locally, the beanm
converges.

intervals. Note the bunching of the profiles at later

times indicating pulse compression.

This model has been used to study a number of problems associated
with the wavelength of 1ight filamentation. As a comparative
example, the growth of a single filament, at a laser wavelength of
1054 nm is followed in a low Z plasma (Z = 10) at electron
temperature T_ = 500eV. The filament is described initially by means
of a Gaussian distribution in space and time with r_ = 6.0 um, T =
75 ps and Iu = 2.7 x 1014w/cm - An initial electron density Ne =
0.25Nc is taken, Vosc (= eEOImuo) = 0.01 ¢ and an arbitrary 80
initial phase angle. Figure A4.3 shows the normalised Intensity



distribution across the filament at critical density for five
successive time intervals during the filamentary pulse. O0Oscillations
in intensity appear across the beam which is increasingly defocused
with time. The oscillating break-up of the beam into smaller
filamentary structures occurs and peaks near the centre. This is a
highly localised -effect depending critically on the relative
magnitudes of the net focusing and diffracting terms. The 1ight is
diffracted both inwards and outwards and can locally enhance the
filamentary region. In this simuiation the beam reaches the first
focus at an axial distance z = 67 um. After passing through the
focus it diverges and then reconverges again in a succession of
tighter focii. The pattern gradually increases in intensity and
moves away from the axis in time. This successive focii has been
observed previously (A4.4) and displayed graphically in recent
numerical simulations (A4.4; A4.6; A4.7; A4.8). Other filamentary
structures develop in time and as the sfmulation is followed beyond
the first focus, these 'beat' with each other in Jncreasing
complexity.

A detailed study of the time dependent energy flow near the focal
region shows that Just prior to the focus, the local group velocity

exceeds the phase velocity of the beam, temporal distortion of
the pulse occurs and what amount to an optical shock is formed. In
fact a succession of these shock waves are formed and propagate
coherently. These have a significant effect on the stability of an
imploding microballoon should they occur near the ablation regfon.
An estimate of the pulse distortion can be obtained by comparing the
Interval between successive radial beam profiles shown in figure
A4.3. It is interesting to note, that although a complex structure
in the filaments 1s formed near the critical density, the maximum
intensity at the focus is less than that of the 1initial peak
intensity. In this simulation the maximum peak 1intensity at the
focus 1s 5.4 x 1013WIcm2. This 1s due to the callisional absorption,
which increases with the increase in density and decrease in average
ionisation rate, at long wavelengths and high temperatures.

The second simulation described is carried out at the third harmonic
wavelength bBlue 1ight A = 351 nm. Again the starting intensity IO =
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2.7 x 1014w1cm2 and an initial Gaussian filament profile in both
space and time (r_ = 6.0 um, T_ = 75 ps) is taken. Figure Ad.4
shows the radial intensity profile near the critical density at z =
150 um. As with previous simulatfons there are small scale length,
high intensity stuctures, but in addition the whole beam waist has
also narrowed down to = 1 um at the focus; in other words there is
whole beam self-focusing. The previous simulation with green light
appears to indicate this trend, but it shows up quite clearly with
the blue 1light. The plasma, at this wavelength is highly
collisional, small-scale structures in the filaments are smoothed out
and thermal self-focusing dominates.

Thus, whilst at A = 1054 nm there are filaments, they contain only a
1ittle of the total energy of the filament. At A = 351 nm however,
the intensity is increased and whole beam self-focusing dominates the
filamentation process.
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Fig A4.4 Radial intensity profiles for biue light at A = 351 nom, -
The radial width of hte filament has decreased to = lum
denoting whole beam self-focussing.
absence of high spatial frequencies due to collisional

smoothing.

There is also a marked



Ad.3 NOISE TN PLASMA LENSES FOR HIGH ENERGY PARTICLE BEAMS
R G Evans (RAL)

It has recently been suggested that the final focussing system for a
high energy linear ceollider might consist of a plasma supporting a
targe amplitude, but spatially limited, wave with the property of
focussing charged particles simultaneously in both transverse planes.
Such a wave could be induced either by a precursor bunch of particles
or by the beating of two electromagnetic waves. In a plasma of
density 1017 cm_3 the maximum 'wave breaking' electric field is about
3 x 108Vm—1, equivalent in focussing effect to a quadrupole field
gradient of 2 x 10% Tesla metre1.

Since the plasma consists of a finite number of particles with random
thermal motions there will be some nofse associated with thermal
excitation of plasma waves which will degrade the ultimate
performance of such a lens system. There will in practice also be
unwanted wave motions induced by the free energy source that drives
the focussing wave, but this note calculates only the background
Tevel associated with thermal motion.

Suppose a plasma of particle density n and temperature T is contained
in a cubical box of side L subject to periodic boundary conditions.
The normal modes of the box are travelling waves having the spatial
dependence exp{ik.r) where k = (i,j,k)2n/L and i,J,k are integers.
In the continuum 1imit the mode density in k-space is

3
= 2 L
ny dk = 4w k= dk (2")
We assume that each mode is excited with a thermal energy of %kBT
where kB is Boltzmann's constant, If E is the RMS electric field

associated with each mode then we have

2
ES 3 _
ane L = EkgT
and

2 =L 2

(E )k dk = - kBT k= dk

is the spectral energy density of the thermal fluctuations.

Conventionally the plasma wave spectrum is considered only to exist

up to the Debye cut~off given by kD=2n/hD where AD is the Debye
length for the specified density and temperature.

Integrating the electric field energy up to this cut off gives the
standard result that the ratio of electric energy to kinetic energy
is of the order of the inverse of the number of electrons in a Debye
sphere.

Consider an electron of energy 7mec2, velocity = ¢, moving in the z
direction through the above plasma for a length A. Consider the
motion in the y-plane ¢nly and neglect the x motion,

then

gy = T eF ei(kyy +k,z + §)
k ¥
After a path length A the deflection angle 8 is given by

= -8 Af2
0 =52 LEy IiAIZ Iy +kz v 8

where ¢k is the phase of the kth mode. This becomes
6= 5 v e A pr sin ka2
Tmee™ Y ikz

The phases are eliminated using the random phase appoximation to
give

. 2
2 2 4 sin kZA/2 e

> = k
72me2c4 k kzz
If kZAIZ »>> 1 then the sin2 factor oscillates rapidly over the
summation and averages to 1/2. The summation does not then depend on
A and may be thought of as 'end effects'. The important contribution
to the Integral comes from modes for which IkZIAIZ < /2 and the sine
term can be approximated by szIZ. We then obtain

@2 = “EQEE‘E % E2 A2

Ymg“c lk,I = n/a
The number of modes satisfying this constraint i1s the volume of a
disk in k-space of radius k., and thickness 2n/A. We also use the
fact that the rms y-field is half of that calculated earlier since
the field is nearly perpendicular to the z-axis, and has only x and y
components.
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We eliminate fhe temperature T by using the rms electron velocity
Ve=(kBT/me) and remembering that the Debye length hD=v /w_. Also
. s e p -
substituting mp =4Tne /me we finally obtain

2
g% = % rc2 (n A)

‘where e is the classical electron radius Te = e?'lmc2

The wave breaking electric field in the plasma is given by eE=m_cuw
and the actual field is some fraction (&n/n) of this depending on the
fractional density fluctuation in the plasma wave. The focussing
strength depends on the rate of change of E with radius and this is
maximised by making the radius of the plasma wave about equal to the
wavelength. Much narrower waves effectively 'short out' the field
lines and give na further increase in focussing strength. For a wave
with phase velocity ¢ the typical transverse dimension for strongest
focussing effect is c/w_ . We assume that the radial electric field
increases linearly with radius off axis and attains the value

eE ax = (n Ime Uy

at a radius of r = c/mp

The angular deflection of an electron of energy Ymec2

at radius c!wp
is then given by

R - = Aw (8n/n)
] YmeCZ E A 7 cP

and the focal length F is given by

F=—l— 1 (&,2
(dn/n) A ‘w
p
Using these expressions for the Focal length of the plasma lens and
the RMS angular spread induced by the plasma thermal fluctuations we
ocbtain the final results, expressible in one or twe equivalent

forms:

2% _¢ 1 __ 2
(r)® = v, 20n7n) (n 4 upz)

83

or (rz) = 7T3ﬁ757 T F
Either of these results can be used equivalently depending which of
the parameters is of most interest. The first form s very
fascinating since the term under the sguare root sign is simply the
total number of electrons in the lens. The spot size is related to
the collislonless skin depth c¢/w. by the Poisson fluctuation of N
independent events. Note also that nefther expression contains the
plasma temperature T.

It appears from these equations that for the parameters of interest
for a collider at a few TeV centre of mass energy the intrinsic
thermal noise of a plasma lens is not a serious limitation. The
degree to which a practical lens would suffer from aberrations or
from excess 'noise' due to plasma instabilities is a gquestion which
is still under investigation.

The quality of the focussing lens produced by a plasma beat wave
depends also on the geometrical aberrations of the lens. The
transverse electric field is produced by a two dimensional charge
distribution set up by the ponderomative force of the laser beams and
to order (Gn/n)2 this may be assumed to be the solution of Poisson's
equation for the instantaneous charge distribution.

The mathematically correct way to solve the Poisson equation for an
axisymmetric system is to expand In terms of Bessel functions but for
a solution close to the axis the same result can be obtained very
quickly using a series expansion in the radius r. We assume that the
charge density p and the potential ¢ may be written as:

p = (po + pzrz + p4r4 ..... ) cos kz
and
b= gy + ¢2r2 + ¢4r4 ..... } cos kz

Where k is the longitudinal wavenumber of the beat wave.

In cylindrical geometry, equating the coefficients of r” in Poisson's
equation gives:

“, - k? ¢, = 4mo,

168, ~ k2 ¢, = 4mp,



36¢5 - k2 ¢4 = 4mpg
etc.

The series solution is terminated by forcing (say) ¢8=0 to give:

¢6=_4_g_95
k
o, = - 4Lpy .36 410,
4 kZ k2 k2
9, = - 40P, _ 16 dnp, 16 36 41 p 6
2772 K2 2 K22 2
=-4rp, _4 4mp,_4 16 4np

§y = - 50 . 2 -5, 4 _.....
02 k2 K2 k2 k2 2

The axial and radial electric fields are then given by:

E, = - %% =k sin kz (¢ + ¢y rZ + ¢4r4 ------ )
and
E, = - %% = cos kz (2¢,r + 4¢4ﬁ + 5¢5F N

The 'spherical aberration' to lowest order in radius is then simply

2¢4r2 2 rz P4

dlr - P2

With classical 'Gaussian' diffraction limited 1laser beams, the
intensity in the far field is also a Gaussian in radius, and if we
assume also that the charge density g 1s a Gaussian:

2
P =Dy exp (- EE )

then by Taylor expanding the Gaussian we find that the spherical
aberration s

e
[]
Tl
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The allowable spherical aberration in a thin lens is simpily the ratio
of the spot size to the beam size at the lens.

The abave equation for A does not set a lower Timit on the radfus of
the plasma lens since the radial focussing field decreases as the
laser beam radius is increased. For a given set of Tens and laser
parameters the spherical aberration determines the maximum radius of
the particle beam.



Ad.4 . A TWO DIMENSIONAL FLUID MODEL OF THE PLASMA BEAT-WAVE
ACCELERATOR

P Gibbon and A R Bell {Imperial College)

There has been much interest of late in the concept of laser-driven
particle acceleration schemes. One such scheme, the plasma 'Beat
Wave® Accelerator (BWA) (A4.9) offers the possibjlity of a very high
accelerating field of the order 10 GV m_l. which s 100 - 1000 times
that of a conventicnal synchrotron. Theoretical work on the BWA has
been concerned with both ‘'wave dynamics' and 'particle dynamics'.
The former is based on the growth of a large amplitude electrostatic
field in the plasma (A4.10). Considerations of the latter aspect
include the acceleration of injected particles by the electrostatic
field to the high energies required for modern particle physics
experiments (A4.11).

An understanding of the laser-plasma wave interactions is essential
if we are to be confident that the above-mentionad plasma wave is of
sufficiently high quality to accelerate a beam of particles. For
example, particle simulations by Joshi et al (A4.12) have shown
filamentation of the laser pumps, causing transverse break-up of the
plasma wave, with adverse effects on an Injected particie beam.

When two collinear laser beams are sent into a plasma, they excite a
longitudinal electric field (plasma wave). This grows until it
reaches a saturation level determined by one or more of several
effects, some of which are 1isted below:

i) Puise length

i)  Relativistic detuning

i1i) Collisional damping

iv)  Beat-plasma frequency mismatch: w, ~ 6y = wp + 6

These effects have been studied extensively in 10 fluid models
(A4.10, A4.13 and A4.14). Another important aspect of the 'wave
dynamics' of the BWA is the Raman Cascade which results from the
scattering of the two laser pumps (molgo) and (wl.jq) into other
electromagnetic modes (mm,gm).

+
Wp > Ug * Y

+ -+
[IJm wp h.lm +1
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Exact analytical solutions for this process under certain conditions
have been found by Karttunen (A4.14).

In this report we outline a 2D fluid model of the plasmon/em cascade
system, This model will allow us to study several features which
cannot be included in a 1D prescription:

i) 2D structure of the plasma wave amplitude.

i1)  Inclusion of radial field in the plasma wave equation.
{1i) Diffraction and self-focussing of e.m. waves.

1v)  Growth of em sidebands with non-collinear k-vectars.

Some numerical results concerning 1) and i) above will be presented;
the effect of iii) and iv) on the plasmon and the implications for
pump depletion are currently being investigated.

Starting from the cold, collisionless Lorentz-Maxwell equations for a
relativistic electron fluid, with fixed jons, we find after some
manipulation:

a2 u? v 2
—+ R [E - (v.E)R) + cVA(VAE)
at Y -
9 (1)
W en e 9
=-—n1A(VA5_)—6—Q(1.V)1+6—-E(n_)
Y o 0

where the quantities E, v, n, and A have thelir usual meaning, and

n=n_-n_. is the perturbed electron density. Splitting the
fields and fluid velocities inte ’'fast' and ‘'slow' components
representing the em and ‘'background' electron fiuid timescales
respectively, we may then average over the fast time-scale T, = ?_n/w0
(noting that w, »> wp) to obtain separate equations for the plasma
and e.m. waves:

2 2

d W ew
—2 + —%] E = - —B < V(ﬂz) > T

dt® r P 2m 0

2 2 (2)
=] W 2 2

292 D 2A - &

[~5 - ¢°V° + {1-1=|HA= nA

atZ ¥ mc = me, —



We now let each field be the product of a slowly varying envelope
times a rapidly varying phase, so that;

]
o

(el + " e T

_‘Lm

=1 i * T
A—z E(Am3m+)‘-\me m) (3)

where we have split the em vector into its cascade modes m. The
laser pumps are represented by m = 0 and m = 1. We choose the phases
¥ and wm such that we may solve the equations numerically in a
'window' folloewing the front of the laser pulse. This offers
considerable computational advantage over an earlier 1D numerical
model (A4.13). Substitution of equations (3) into (2}, using the
matching condition Wy =Wy = wy + 8, and neglecting harmonic terms,
gives the normalised envelope equations:

1 *
-+ L IE1nE-F 2w id) o, (42)
2 - i [ §E + a& 11a =L+ [g*a -ga_ ] (4b)
5t 2wm axZ azz m mm m+1 m-1
where:

2 _ 2
5= w Aw
200
-1 _ 3
g = 4 (EZ 1V.£)

In the plasma wave equation 3E/3t because comparison with 8E/8z
reveals atElazE = A /L, where A_ is the laser gave1ength: L is the
scalelength of the pulse profile, typically 10 ho for experimental
parameters (A4.15).

We have also neglected any slow B-fields which might arise in the
plasma by setting VA E_ = 0. This assumption is subsequently
cantradicted in soiving equations (4) by allowing E_ to have both
longitudinal and transverse parts, and by settiné_e = (ax.o.az).
However, 1o include the B-field we require a full quasi-linear
treatment taking into acccunt harmonic terms which were neglected in
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(a) Longitudinal field Ez and (b} radial field E& as a
function of x andz for pulse intensity I, = 2xl0%*Wcm-3,
spot size xfwhm Tfﬁhﬁ-= 200 ps. The
grid is 9000c/wp long and 60c/mp (400 pm) wide. Maximum
field values are; Ez(max) = 0.09, Ex (max} = 0.009.

= 20c/wp, pulse length



deriving equations (4). E, is included to investigate its effect on
. . 2 . R

the saturation of E, via the |E|{“ term in Eguation (4a). We expect

E, to become important when the transverse scalength Lx = c/wp, S0

that the source terms in (4a) are of the same order.

The following plots are obtained from the numerical solution of
Equation (4a) and show the ptasma electric fields after a single
timestep, fe: we regard the em pumps as constant, neglecting
cascading, and integrate Ezand Ex over the space mesh. In these
examples, the laser parameters used were close to those to be used in
the proposed IC/RAL Beat-Wave experiment (Section A2.1). The pump
wavelengths are 1.064um and 1.053um; the plasma frequenﬁy and beat
frequency (assuming perfect matching) w_ = Aw = 1.85 x 101 5_1. Al
figures shown are symmetric about the x=0 axis; the laser pulse

propagates in the z-direction.

Figure A4.5(a) shows the topography of the Tongitudinal field EZ for
a 200ps gaussian pulse with intensity 2 x 10 4wcm"z. The ratio of
the pulse length (T, . ) to the Rosenbluth-Liu saturation time (Tay)
is 0.65 in the case. In Figure A4.6 the ratio is 1.6, which results
in the wmore pronounced structure observed. The latter is due
entirely to the variation in the relativistic saturation time Tl and
ampl itude Ega¢ acrass the width of the pulse. In Figure A4.6(b), the
radial field Exa1so exhibits modulations in the z-direction (not
present in Figure A4.5(b), owing to the higher laser intensity off
axis {as well as on axis).

The inclusion of Ex did not significantly affect E, in these
exampies, even though the ratio EZ:Ex was approximateiy 1:0.3 in
Figure 2. However, it can be shown that reducing the spot size even
further, so that EZ/Ex = 1, guaiitatively alters the growth and
saturation of E,. To investigate this regime properly, we should
include plasma harmonics and B-field {Section A4.5).

A4.5 ELECTRON NON-LINEARITIES IN LANGMUIR WAVES WITH APPLICATION TO
BEAT-WAVE EXPERIMENTS

A R Bell and P Gibbon (Imperial College)

Much attention has been paid to Langmuir wave non-Tinearities
produced by ion motion as -expressed in the Zhakarov equations
(reviewed by Goldman, A4.16). It has been known for some time that
two— and three-dimensional Langmuir waves also exhibit electron
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Fig A4.6

(8) Longitudinal field and (b) radial field for

= 1 - =
I, = 8xI0%Hem~2, xfwhm wahm 200 ps. The
total laser-energy is the same as in Fig A4.5; the grid

= I0c/w_,
c/u,

size 9000c/w_ x 30c/w . Maximum field values:
Ez(max) = 0,13, E&(max) = 0.035.



non-linearities (A4.17, A4.18 and A4.19). Beat-wave experiments
present a new environment in which electron non-linearities may be
important. Indeed, the non-linearity usually considered in this
context is that due to the relativistic mass increase of oscillating
electrons. Ion motion is less important due to the relatively slow
‘inertial fon response. Previously, the non-linear equations have
been developed in Fourier space (with the exception of Dawson,
A4.18), and have neglected the magnetic field. We present a
formulation in configuration space which includes magnetic field. We
find that the additional magnetic terms are usually comparable in
magnitude with or exceed the electrostatic terms. When the
scalelength for transverse structure on the Langmuir wave is the
collisionless skin depth, the magnetic non-linearity is alsc
comparable with the relativistic non-linearity and must not be
ignored. We assume the cold plasma and quasi-linear approximations.

We adopt units in which c=1, e=1, m=1, and the fixed background ion
density is ny = 1. The starting equations are then

VxB = nv + E VxE = -B
YB =20 Y.E = n-1
D+ v.Vp =E + vxB p = v(1-v2)"1/2

where v(x) is the velocity of electrons instantaneously at x, and
p{x} is the corresponding momentum. OQur aim is te derive a Langmuir
wave equation which 1s correct to third order in amplitude. We
therefore manipulate these equations, neglecting all terms of 4th
order and above, and arrive at two simultaneous equations.

U +u= (u.V - uv.u - (uv-uv.)(s.V)Q + ¥xB +5.V{VxB) + 3§ (uxB) -

at
32 (w2u/2) ..

at2
Vx(VxB) + B* + B = ¥x(u¥.q)

s(x,t) 1is the vector displacement of an electron originally at
position x, and u = 3s/3t is the electron velocity.

Using the standard techniques of quasi-linear analysis, we expand u
and B as a sum of harmonics
u=3, u exp(int) B =3, Bpexp(imt)

* *
where u_p = up and B_m = Bm
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and u and B are slowly varying in time. After further algebraic
manipulation, we get

21V.U1 = SE + SB + SR

where

Sg = p.g,r=+1 8y _p—q-r V.(EgF(ur.V~urV.)(up.V—upV.)uq) ¥ ru..vu, . Yu,
-rur(Vup:qu))

Sg = iV.(Zu_].V(Vsz)IB + u_yxB, + uleO)

SR = p,&,r=t1 8 1-p-g-r V- (U U ) /2

and SE' SB and SR are the electrostatic, magnetic and relativistic
non-linearities respectively.

The equations determining the 2nd order magnetic field are
VX(VXBZ) - 3B2 = TVX(UIV.UI)
Vx(VxBo) + By = iVx(u_IV.u1 - ulv.u_l)

It is clear from these equations that the electrostatic and magnetic
non-linearities disappear in one dimension 1leaving the linear
equation valid to 3rd order (and in fact to all orders} apart from
the relativistic non-1inearity.

We now consider the case of a laterally modulated plane wave
5 = Vi, 0e'*T)
with a magnetic field In the y-direction only

_ imkz
Bm = bme

This example can be used to examine a plane wave of Timited width,
and therefore resembies a beat-wave generated Langmuir wave where the
Langmuir wave is approximately a cylindrically- bounded plane wave ie
it can be thought of as a plane wave travelling in the z-direction



wfth a phase velocity close to the eed of 1ight but occupying the
region of space defined by x +y STy where r2 is the radius of the
laser beams. The modulation in the z-direction usually has a
length-scale much greater than r is written as the gradient of a
potential to ensure that it is purely longitudinal to first order.
In this case,
2V 8 KBy =S+ Sy + Sy
where
1 [ ) 2
k (3W lw wl +* 3w1w1w wlw lw + 4w1w lw +2w1 w 1
£ AN M W - W My 2
My Wopm gy 773
_ L] I.I LI | 2 _ L] 2 _ 1
SB = k( Zw_lb2 /3 + (4w_1 +4k w_l 3H_1)b2/3 + (8k~/3 2)N_1b2 +
1
e _apdy2 2 2 _ 12
SR = =3k"W w 1/2 +k (w 1w Y H W {2 W ! wl + 3W E 1/2)
128 2
+3(w1 w_l)l

2 ll_ [ ] 111
(4k —3)b2 - b2 = k(wlw1 - lel )

bll_k 2 [ ] 11
bo- 0= (2k wlw_l - w_lwl - le_l)
and

b' = b and HI = 9K

ox ax

bo and bzexp(Zikz) are the y-components of B0 and B, respectively.
bo decays evanescently to large and small x {ie outside the wave
column) because the oscillation frequency is below the plasma
frequency. Electromagnetic waves emitted at 2w _ are allowed to
propagate, but, unless k“<3/4, the source term has a spatial
frequency which is too large to match to a solution of the e.m.
dispersion relation, and b2 also decays evanescently.

In the case of a: beat-wave generated Langmuir wave, the phase
velocity is close to the speed of 1light, and hence we take k=1 since
in our units
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c/mp=1.

The relativistic term dominates-for L2zl (L=N1/wi). but when Lal, the
terms are of equal magnitude. We investigate the regime LAl by
considering the magnitude of the terms for a Gaussian wave profile.

“1 = A‘exp(—leznz)

Figure A4.7 is a plot of An/n, bo'bZ'sR'sE and SB as functions of
distance x from the wave centre when D=1, fe the radius of the beam
is one collisionless skin-depth. An/n is the magnitude of the
fractional density fluctuation. The magnetic field is in units of
mw_/e. It can be seen that the magnetic non-linearity is larger than
the relativistic non-linearity and must be included in any non-1inear
analysis of waves with this transverse extent. Even waves which are
wider than this will have strong magnetic non-linearities if they
have sub-structure, eg caused by laser beam hot-spots, on the scale
of a collisionless skin—depth.
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Fig A4.7 Transverse spatial profiles of wave amplitude, magnetic

field, and nen-linear terms. a) (An/n)/A, b) b /A%, c)
b,/7A%, d) SR/A’, e) SE/A3, f) SB/A3.



Ad.6  "SPARK", A TIME DEPENDENT FOKKER-PLANCK CODE
E M Epperlein and A R Bell (Imperial College)

It has long been realized that the accurate modelling of electron
transport in laser fusion plasmas requires the solution of the
electron Fokker-Planck equation. This requirement becomes
particularly stringent when, as a result of non-uniformity in the
laser illumination, the transport is two dimensional. To this date
there exists several computer codes which solve the Fokker-Planck
equation in 1-D. None of them, however, are easily convertible to
2-D.

We set out to construct a 2-D Fokker-Planck code in November 86 by
initially formulating an efficient 1-B code. This has now been
successfully accomplished with the code SPARK(= SPeedy and Reliable
Kinetics). The following important features have been included
during its construction:

1) Particle and energy conservation
2) Stability

3) Accuracy

4) Reliability

5) Speed

The first criterion has been achieved by appropriately differencing
the kinetic equation in conservative form and using "Chang - Cooper"
interpolation for the distribution (as described in detail by
Langdon, A4.20). Stability has been achieved by integrating the
kinetic equations using the standard A.D.I. method (A4.21). Accuracy
to second order in the time step has been used as far as possible,
with the exception of certain non-linear terms like the electric
field and Rosenbluth potentials. Reliability in the coding was
chosen at the expense of some loss in computational speed.

The code can reproduce the results obtained by the Kho et al in
1986, (A.22) as shown in Fig A4.8. Here we used only 30 veioecity
groups (rather than 80) and the running time of the present
unoptimised version of SPARK is approx 5 CPU sec for every picosecond
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of simulation on the CRAY 1-S. The present time-step constraint is
mainly due to the electric field caicuiation, and Improvements -should
be fairly straight forward. '

The following extensions to SPARK are currently being considered.

1) Inclusion of momentum exchange between electrons.

2) Allowance for the hydrodynamic response of the plasma.

3) Deposition of the laser energy self consistently in the corona.
4) Addition of an extra spatial dimension (with B-fields included).

1
10

|FZ/FO |

Fig A4.8 Profiles of a) density, b) tenperature, c) heat flow/free streaming,
d) E-field, e} fo, £} fo/f 0115 @6 & /1o,
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A4.7  HEAT TRANSPORT CALCULATIONS WITH A FOKKER-PLANCK CODE
S Jorna and L Wood (St Andrews Univérsity)

As a result of our studies on non-classical heat conduction we now
have a Fokker-Planck code which is independent of those based on the
Lawrence Livermore Laboratory code hierachy. The code has been
formulated in spherical geometry {at present with azimuthal symmetry)
and treats wvelocity anisotropy by calculating the Rosenbluth
potential from the anisotropic, most recently calculated,
single~particle distribution function. That retaining the full
anisotropy in calculating the potential is important is illustrated
by two examples. In the first example, we study the randomisation of
a bi-Maxwellian plasma in which the time temperatures are initially
greatly different. In the second, we study the problem of heat
transport in a dicde in which the hot boundary s treated by a
bi-Maxwellian distribution.

The isotropisation of initially highly anisotropic velocity
distributions has recently been examined analytically by Schamel,
Duchs and Stringer (A4.23). They conclude that the rate of
isotropisation of a bi-Maxwellian distribution (normalized te unity)

-3 L
flu,v,t) = 2 (2 <u2v2>) 2 ¢ (1—u2)v2> -1 exp[-u2v2/2<u2r2>
-l i, | (1)

depends on whether the ratio, e say, of the perpendicular temperature
(T{) to the parallel temperature (T1 ) is initially much larger or
much smaller than unity. Their assumption that the distribution -
function {s throughout the isotropisation process a bi-Maxwellian
would seem to be unreasonably restrictive. To study this process
without making this assumption, we have developed a Fokker-PFlanck
code in which the Rosenbluth potentials are calculated exactly from
the anisotropic distribution function.

In spherical coordinates, the Fokker-Planck equation takes the form
(we assume azimuthal symmetry)
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where the single particle distributien function f depends on v, the

total velocity, u the cosine of the angle between v and the radial’

vector, r, the radfal distance r..and Er is the radial component of
the electric field.

The collision term for like-particle interactions is as defined by
Rosenbluth, MacDonald and Judd (A4.24):
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with T = (4 me*/m2) In A, and A the ratio of the Debye length to
the classical distance of closest approach of the scattered
particles. The potentials h and g are defined by

h(¥) = 2 EQDIT - v17ldy, (4)

JAGWOIY - V1 dv . ' (5)

g(v)

For the case of azimuthal symmetry here considered the ¢- integration
can be performed to yield the two~dimensional integrals

hiv,u} = 2 f:v'zdv' I%f(v',u')A(v'.u';v.u) du’, (6)
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glv,p) = I:v'zdv'I}f(v',u') 0 (v',u's v,u) du', (N

where the functions A and 0 are defined in terms of the complete
elliptic integrals X and E (note  the misprint in Eg (33) of
Rosenbluth et al (A4.24)):

{loc cit.) }-

AP Y (VA A AT
Plv,v',u,u") Plv,v';u,u')” ’r
ok, (9)

(8)

= v, E (IR

where to save writing we have introduced the further abbreviations

Plvavsmut) = (V2 + vr2 - 2wt - [O-u2) w215, (10)
and
Qlv, v su,u') = dw' C(12) (- 1% (11)

If the Rosenbluth potentials are assumed to be isotropic h and g have
ne |-dependence and the collision term reduces to three terms
associated with friction, diffusion and scattering.

There is no radial dependence in this problem and Eq (2) is sclved by
the method of fractional steps (A4.25) in um and v. Second-order
accuracy is obtained by mixing explicit and implicit components in
equal proportions. The boundary condition in u is af/3u = 0 at u=0.
The boundary conditions in v are af/dv = 0 at v = 0 and f decays to
zero at the cut-off velocity, taken to be six times the thermal
velocity. The code preserves a Maxwellian distribution; with radial
dependence Tncluded and without collisions it calculates the Landau
damping decrement with an accuracy of better than 1%, and with
collisions included it agrees to better than 1% with the calculations
of Dolinsky (A4.26) for the relaxation of a Gaussian hump on a
Maxwellian,

If we now suppose that jnitially the distribution is given by the
bi-Maxwellian, Eq (1), with

= TJ_/T]] = <(1-u2iv2> J 2<p2v?> = 10 (12)



the isotropisation follows curve ¢ in Figure A4.9. Curve a is
obtained by employing an angular average for f in calculating h and g
from Egs (6) and (7). The co-ordinate is the time scaled by the
self-collision time to = 3.325 x 10_16 Tslzflm. where T =j3“ (T” +
ZTL) expressed n eV.

10
9 .
8
- 0-6
7 O 4
6 02
5
A
3 06
04
2 02
1
0

Fig A4.9 Isotropisation of initial bi-Maxwellian distribution for Fig A4.10 Ratio of the calculated distribution function f to the
€ Z 1/TIl = 10 at £ = O (curves a,c) and for € = 0.1 at bi-Maxwellian (with Tl and Tl| calculated from f} as a
t = 0 (curves b,d). - function of u for e = 10 at t = 0. Ratios are given at the
thermal velocity (V,) end 2V, at times 0.2t,, 0.4t,, and
0.6t,.
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It is clear that the rate of isotropisation is in both cases faster
than that for small temperature differences (measured by t ). The
dots are the analytic results obtained by Schamel, Ouchs, and
Stringer (A4.23), and the agreement is reasonably good. Thus, for €
initially much larger than unity, the bi-Maxwellian assumption leads
to a fairly accurate estimate. In fact, as Figure A4.10 shows T does
not depart greatly from a bi-Maxwellian form throughout the
isotropisation, except at very high velocities.

The situation is quite different for € =< 1 as shown by curves b and
d in Figure A4.9. The isotropisation is now slower than that for

small temperature differences and the agreement with the analytic

results (upper series of dots) at early times is no longer good: the
distribution function differs significantly from the corresponding
bi- Maxwellian (same T, and T”) as indicated in Figure A4.11. The
gualitative difference between the code in which an angular average
was used for f (Curve b in Fig A4.9) and the code without this
approximation (Curve d) is as for e > 1, with the former showing the
faster rate of isotropisation.

Because of the two degrees of freedom in the perpendicular direction
and the single degree of freedom in.the parallel direction, it {s not
surprising that the flat {oblate) distribution isotropises faster
than the elongated (prolate) distribution. The good agreement for e
>> 1 with the analytic results and the lack of it for € << 1 can be
traced to the fact that for € »> 1 the distribution function is
peaked around u=0 where the correct boundary condition, af/ap = 0, is
also satisfied by a bi-Maxweliian, while for € << 1 the peak of the
distribution function is at u = +1 and an fnaccurate boundary
condition at these points, such as the assumption that f is a
bi-Maxwellian there, should result in the inaccuracy demonstrated in
this paper. Thus, for beam-l1ike distributions the bi-Maxwellian
assumption appears to be invaiid.

In laser fusion plasmas where because of the absorption process (eg
resonant absorption) or because of instabilities (eg Weibel
instability) the distribution function {s initfally highly
anisotropic it may well be Jimportant not to make the usual
linearising assumptions in calculating the Rosenbluth potentials:
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accurate knowledge of the electron distribution function would for
instance be needed to interpret laser-plasma X-ray spectra. The
non-linear nature of the collision term should also be taken into
account in the assessment of neutral beam heating and current-drive
in magnetic confinement experiments.

In some cases the plasma is heated by charged particles whose
distribution function is not isotropic. Exampies are heating by
resonant absorption in laser-heated plasmas and neutral beam heating
and current-drive in magnetic confinement experiments. In these
cases it should be especially important to take account of the
anisatropy of the distribution function in calculating the Rosenbluth
potentials and we expect a significant difference between the heat
fluxes calculated from the Anisotropic and Isotropic Cedes. It has,
for instance, been shown by Schamel, Duchs and Stringer (Ad4.23) and
by Jorna and Wood (A4.27) that the rate of isotropisation in a plasma
described by a strongly anisotropic distribution functions depends on
the degree of anisotropy and on the shape of the velocity
distribution, for instance; whether it is oblate or prolate.

The curves for



To study the effect of temperature anisotropy, suppose that in a
diede with spherical boundaries (r, = 120um, r, = r, = 12um) the
outer boundary s heated from 1 keV to 2 keV in 0.3 t, but the
distribution is given by the bi-Maxwellian (t is the electron
self-collision time) described previously.

The temperature components are chosen such that their ratio T,/T; at
r, is initially 2. The background plasma is initially described by a
Maxwellian at 1 keVY and to avold high-frequency transients the
anisotropy is Introduced over a time 0.1 t,.

The inner boundary is initially at the ambient temperature of T, =1
keV, and the net zero current condition is as given in the previous
section, but with a bi-Maxwellian injected at r,. To bring out the
significance of the anisotropy we have calculated the heat fluxes and
temperatures with the Anisotropic and Isotropic Codes. Figure A4.12
shows the propagation of the heat flux into the plasma at different
times. At the Tatest time recorded there (0.35 t_) the steady-state
has essentially been reached. The heat flux calculated with the
Isotropic Code differs 1ittle from that of Figure A4.12 for a
Maxwellian distribution at r,. It 1s clear from Figure A4.13, which
shows the spatial variation of the ratio of the heat fluxes obtained
with the two codes, that angular averaging in calculating the
potentials underestimates the heat flux by almost a factor of two.
More severe initial anisotropy increases this inaccuracy further
sti11, The spatial variation of temperature differs less: the
collisional process of heating tends to smooth out the anisotropy.
In Figure A4.14 we have plotted the dependence of the heat flux on
the mean-free path (scaled by the scale height of the temperature).
Results are for 0.2 t, and 0.35 t, (dots connected by line}. The
upper straight 1ine represents the free-streaming limit, and the
lower 1ine 1is the heat flux for +two counterstreaming
half-Maxwellians, with a temperature ratio T,/T, = 2. The dots
represent equally spaced points in r from r, where A/L has 1ts
largest value, to r,. The heat flux is not a Tocal quantity nor a
unique function of A/L. Indeed, at early times the heat flux is
quadruple-valued for 0.02t <A/L <0.035t,. Near the hot boundary the
particles are essentially free-streaming, moving towards the upper
1imit as the system isotropises. The Spitzer-Harm approximation is
ne longer good which indicates the need for including the angular
dependence of f in the Rosenbluth potentials in describing plasmas
with large velocity anisotropies.
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Fig A4.12 Heat flux vs. distance at times 0.1 t, - 0.35 t, for a
heated bi-Maxwellian distribution of initial temperature
ratio TI/TL = 2.
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Fig A4.13 Ratio of heat fluxes calculated from the Anisotropic and

95 Isotropic Codes at times 0.2 t, - 0.35 t,.
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Fig A4.14 Heat flux as a function of mean free path, The lower

straight line is for two counter-streaming half-Maxwellians
with a temperature ratio of 2. The upper line is the
free-streaming limit. Times are scaled by t,. Dots
represent the values at equal spatial intervals from r,

{larger A/L) to r,.
A4.8 ATOMIC DATA FOR MODELLING SQOFT X-RAY LASERS

K A Berrington, G P Gupta, A E Kingston and P G Burke (Department
of Applied Mathematics and Theoretical Physics, The Queen's
University of Belfast)

In the last few years there has been a great deal of experimental
work on the development of a soft X-ray laser. Most of the proposed
schemes have relfed on high power visible lasers to provide the high
energy density needed to produce population inversich against the
short radiative 1ifetimes. Experiments at the Lawrence Livermore
National Laboratory have demonstrated gain in experiments which
produced and excited neon-like selenium in a laser produced plasma
about 1 cm Tong. They obtained gain length products of around 6 on
2p%*3p - 2p53s transitions at about 206A. Galn has also been observed
in the isoelectronic transitions in yttrium.

The main features of the inversion process for Se XXV are shown in
Figure A4.15. There are strong optically allowed transitfons from

2p° 3d

Lasing transitons

{0-Clo 150

Fig A4.15 Energy levels of Se XXV. The numbers in () are theoretical

A-values.
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the ground 2p® state to the 2p53s states but the transitions from the
ground 2p33p to the ground state are very weak. The 2p%3p states are
populated by electron excitation from the ground state and radiate to
the 2p%3s states. Sophisticated theoretical models suggest that the
lines at 183, 209 and 2068 should have approximately the same
intensities but the Livermore experiments show that the 183 line is
almost an order of magnitude weaker than the other lines. To reduce
uncertainties which may arise from using inaccurate atomic data in
the modelling of the system we have started a series of calculations
on the energy levels, A-values and electron excitation rates of
neon—11ke ions.

In the calculation of energy levels and A-values we were primarily
cancerned with the first twenty-seven levels of Ne-like selenium
i.e., the levels with 1s522s522ps, 1522522p%3s, 3p, 3d configurations.
Our calculated energy levels and A-values have been discussed in
detail in the 1986 Annual Report to the Laser Facility Committee. In
these calculations we have used the Hartree-Fock 1ls, 2s and 2p
orbitals and have used the CIV3 code (A4.28 and A4.29) to obtain
3s,3p and 3d orbitals. Our calculated wavelengths were in reascnably
good agreement with observations. For example with a very Tlarge
configuration interaction (CI) wavefunction we were able to calculate
the wavelengths of the 206 and 2094 transitions to better than 1% and
even the difficult 183F line is only in error by 1%. Using these
wavefunctions we also are abie to calculate the Einstein A-values for
the transitions in neon-like selenium and we found that there was
reasonably good agreement between the present calculations and the
earlier calculations for A-values. In these atomic structure
calculations relativistic effects were included in the Breit-Pauli
approximation (A4.29).

In the calculation of electron excitat1on rates in neon-like selenium
we considered all {2pS), (2p5)35, gs)3p. (2p5)3d states 1 e., the
twent —seven 1eve1s (Zp ) Se (2p )3s. PO 1,2 1Po (Zp 13p 35
lge  3pe lpe  3pe 108, (25534 3p0%:1:2 1501 30 18!
305 0 112’ 1 1,2,3 2° 0,1,2’ 1’ 1,2,3° 2
F2 3,47 F3 From our structure calculations it is clear that it
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is important to take account of relativistic effects when considering
a heavy highly charged system such as neon-l1ike excitation. In the
simpler calculation we used the R-matrix method {(A4.30) in LS
coupling for the fifteen L™ states and then transferred to jj-
coupling using JAJOM (A4.31) with term coupling cocefficients. The
more complex calculation uses the Breit-Pauli approximation to
produce relativistic target wave functions, and then carried out the
R-matrix collision calculation in the Breit-Pauli approximation
{A4.32) for the twenty-seven J levels. This calculation became very
large: there are up to 109 coupled charnels for a given total J
symmetry.

Work has been completed on the L-5 R-matrix calculation, and work on
the more difficult Breit-Pauli R-matrix calculation is well underway.
Our calculated cross sections differ significantly from earlier
distorted wave calculations since below the excitation thresholds we
obtain complicated resonance structures for many transitions.
However, above the highest threshold considered there are no
resonance effects and in general our cross sections are in good
agreement with earlier calculations. Because of the complicated
resonance structure it is difficult to compare our cross sections
directly with earlier results at lower energies. A better comparison
is obtained by considering the thermally-averaged effective collision
strengths; in Table 4.1 we compare our L-5 coupling results with
earlier calculations. At low temperatures where resonance effects
are fmportant our results tend to disagree but at higher temperatures
they tend to agree with earlier results.

In order to obtain an indication of how our new A-values and electron
excitation rates effect the level population of Se XXV we used our
A-values and our electron excitation rates from the L-5 R-matrix
calculation.

The effect of the 1s?2s22p® 3s, 3p and 3d configurations was taken
inte account by using the energies and A-values calculated at
Livermore (A4.33). For these ten levels only excitation from the



ground state was considered. These values were chosen from the paper ' C 14
of Reed et al (A4.34). We have also considered the effect of the

1522522p%4s, 4p, 4d states. The energies of these 26 levels were : 14
taken from the paper of Zhang et al (A4.35). The effective collision Te = 1000 eV

strength and A-values of n=4 levels were obtained from the values of

n=3 levels assuming that the cross sections are proportional to the 2 Se m

cubic power of the ratio of their principal quantum numbers. The 10
choice of these extra energy levels, effective colliision strength and
A-values may provide a rough estimate of their contribution on the
level population. With these 63 levels we soived the 63 simultanecus
equations to obtain the equilibrium population. 1In Figure 2 we
compare the variation of two of the levels at Te=1000ev for a range
of electron densities. The relative populations were normalised to
that the sum of the level populations is unity.

Since the 183A Tine originates from state 15, 2p*3p 1S, and the 2097
line originates from state 14, 2p® 3p ®D,, it {s seen that Towest
ratio of the population of the upper state to the lower one is 1 to 5
i.e., their statistical weight. . The higher electron excitation rates
found in our work make the level population ratics tend to their
statistical weights at Tower eilectron densities.

LEVEL POPULATIONS

27 Level calculation

Work i tinui ith the XUV 1 u del
ork 1s continuing wi e aser study group to extend our mode P Y 63 Level calculation

to include recombination and ionization effects.

A4.9 THEDRETICAL MODELLING OF RECOMBINATION LASER SYSTEMS

RELATIVE

G J Pert, ¥ J Henshaw (Hull University) and S J Rose (RAL) i

1. Detailed Models (Hull)

The development of the theory of carbon fibre recombination lasers
and their derivatives was accomplished using a series of hydrodynamic 10 ! 1 ] 1 1 !
and jonisation codes. Each of these allowed an accurate and 1015 1017 1019 1021 1023 1025
efficient representation within the 1imitations of its model. A

description of the complete system was obtained by matching the ELECTRON DENSITY (Cm_3 )

physical development between code and the other. This approach Fig A4.16 Relative populations of (2p%)3p ISe_(level 15) and (2p%)3p
proved extremely powerful in developing the underlying scaling l.e . ©
D2 (level 14) of neon-1ike selenium at Te = 1000 eV. The

sum of the populations is normalised to unity.
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relations and checking the sensitivity of the design to experimental
imperfections. It was, however, incapable of providing a detailed
picture of the complete spatial and temporal history of the lasant,
necessary for an accurate comparison with experiment.

The complete modelling of the expansion and recombination of the
plasma formed by laser heating of the fibre requires simultaneous
treatment at a self-consistent level of both hydrodynamics and
fonisation. Thls is most simply achleved within a one-dimensional
approximation using a Lagrangian fluid description: a level which
two—-dimensional hydrodynamic simulation had shown to be adequate.
The wvon Neumann-Richtmyer code, LAGR, was adapted to include the
ijonisation physics subroutines from GAIN. The code therefore
provides a fully consistent description of icnisation, hydrodynamics,
thermal conduction, ion/electron equilibration and laser heating
(with refraction) of a cylindrical target. Designated ionisation
stages may be treated by a full collisional-radiative analysis to
calculate populations in individual energy states and hence gain.
Radiative trapping is treated by an escape factor approximatien, with
broadening by motional and thermal Deppler and ionic and electran
Stark terms. Radiative energy loss from both lines and recombination
is included together with reheat from direct three body
recombination.

The importance of the motion Doppler effect in determining the escape
factor at late times, and its spatial variation gives rise to
problems of major uncertainty. At the times of major Importance it
is determined essentially by two quantities, a non-local velocity
gradient and density over distances of the order of the photon mean
free path. A good estimate of the velocity gradient is obtained from
the equivalent self-similar expansion. The density on the other hand
must include reabsorption effects from upstream as well as loss
downstream: a good estimate is therefore the local density. The
equivalent self-similar flow was calculated simultaneously with the
cells using the predetermined ablated mass and actual absorbed
energy.

The plasma lasant in the fibre systems is formed from only a thin
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surface layer of the cylinder. If a general zoning scheme is adopted
this usually leads to a relatjvely coarse mesh over the ablating
plasma, which is unsatisfactory for accurate simulation. The code
therefore includes a preparatory stage in which an estimate of the
ablated mass is calculated on a relatively coarse mesh by running the
code until ablation is complete. The cede is then re-initialised
with the majority of the cells {(constant mass) being used to describe
the ablated plasma, and only a few the inner core. The penalty, in
time, for this preparation is generally small.

2. Average—Atom Model (RAL)

A second, completely different approach to the calculation of the
atomic physics of the recombination system has been undertaken at
RAL. The hydrodynamics code MEDUSA has been adapted to include a
time-dependent screened-hydrogenic average-atom model of the atomic
physics. This model is based, in part, on the XSN package currently
used in the LLNL code LASNEX. However, 1n order to study
recombination schemes where the effect of 1ine radiatfon transport is
crucial, a different radiation transport model is used. The effect
of Doppler decoupling on resonance line trapping is included using
the same escape factor approach as in the Hull code. An ideal gas
equation of state for electrons and jons is assumed where the degree
of ionization is taken from the atomic physics calculation, although
untike the Hull code the excitation, de-excitation, ionization and

recombination energies are not included in the hydrodynamics. The

calculations are performed in one-dimensional cylindrical geaometry
with many finely-spaced Lagrangian cells in the outer part of the
fibre. A comparison between the radial temperature, density and gain
profiles from MEDUSA (RAL) and LAGR/GAIN {Hull) show good agreement.
Using the radial gain profiles from MEDUSA a calculation of the time
variation of the intensity in the L VI Hu Jine has been obtained by
solution of the axfal two-ievel radiation transport equation. From
the computed H, intensities for two experimental fibre lengths (1, =
0.8 mm and &, = 0.22 mm) the value of the gain « is deduced by
solution of the equation
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in the same way as is performed experimentally. The time variation
of a is shown in figure A4.17, together with the experimental
results., Because of an experimental time-smearing of ~400 psec due
to the s1it width in the spectrometer, the theoretical intensities,
calculated with a 400 psec- top-hat convolution function, have also
been computed and the time-variation of a deduced from solution of
equation (1) with these modified intensities is also shown in figure
A4.17. The calculated vatues of gain are too large at early times,
yet at the time of peak gain in the experiment (vinsec) the
calculated value of gain has dropped below the experimental value.
We are investigating the reasons for these differences.

A4.10 ISOELECTRONIC SCALING OF PLASMA XUV LASERS
M H Key

Recent success in producing very large single transit amplifications
in XU lasers based on laser-produced plasmas as the amplifying
media {(A4.36 and A4.37) has prompted intense interest in reducing the
operating wavelength by isoelectronic scaling, that is the use of
ions having the same number of electrons and therefore similar atomic
physics, but a Targer peositive charge on the nucleus, giving
transitions of shorter wavelength.

The major initial successes were with Se XXV(A4.36) at 206/2084, C VI
at 182% (A4.37) and AR XI at 105A (A4.38). The first of these used
collisional excitation of 3p-3s transitions in Neon-1ike ions and the
latter two used pumping by transient recombination cascade of 3 to 2
transitions in hydrogenic ions and 5f-3d transitions in Li-1ike ions
respectively. The Neon-1like scheme has since operated at wavelengths
down to 106A in Mo XXXIII (A4.39), and in our own work the hydrogenic
scheme was demonstrated in F IX at 81A (see Secton C1 ibid). There
is also considerable current interest in the scaling behaviour of the
Li-1ike scheme (A4.40) and in further scaling in the hydrogenic
scheme (A4.41) but no significant experimental results as yet.
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A major near term cbjective is to reach wavelengths in the 'water
window' range of 44-23%F where important applications in probing
living biclogical material are  possible. Some simple physical
reasoning is helpful in assessing the feasibiiity of this objective
and in identifying the problenms.

There are well known ‘ideal' scaling relationships pertaining to
adiabatic expansion and cooling an initially fully ionised plasma of
hydrogenic ions and free electrons to produce population inversion.

The transition wavelength scales, with atomic number Z, as Z-2 with
values shown in Table 4.2 for elements of interest. The element of
lowest Z giving a 3-2 transition wavelength in the water window is AR
with Z = 13.

The initial temperature (kT) of the plasma must be suff1c1ent to ?1ve
jonisation to bare nuclei. The fonisation fractien n Z/nt
proportional to the ratio of collisfonal 1onisation and radiative
recombination rates and from their temperature and density dependence
we have

I+
D~ Z72(KT/2%) exp (-, (Z2/kT)),

nZ—1
To a first approximation it follows that kT/Z% ~ const and more
accurately that the ratio kT/Z? must fncrease slightly with Z
because of the stronger Z dependence of radjative recombination
relative to collisional fonisation.

Transitions to lower energy between bound state of the hydrogenic ion
separated by AE occur either by radiation with a rate A v AEZ n z* or
in collisions with a rate scaling as n, (kTY 2AE"* ~ 27 °, A constant
ratio of radiative to collisional rate is therefore obtained if e
the electron number density, scales as Z°%. The laser mechanism
relies on production of maximum inversion density when LTE (collision
dominated) conditions prevail for levels above n = 3, and n = 2 is
depopulated mainly by radiative decay. This condition is reached at
a density nfscaling as 27. Therefore the ideal initial density Ny

also scales as 27 allowing a constant volumetric expansion ratio and
cooling factor in the adiabatic expansion.

The population of the n = 3 level for maxinum inversion 1s close to
that for LTE which from Saha's equation scales as

101

n3) & N7/ ng exp ((E,/9) (22/KT))

where EH/9 is the ignisation energy of the n = 3 level of hydrogen
and n:; is the density of hydrogenic fons. With the previous
assumptions n(3) ~ Z:°. The 1gser Tinewidth is predominantly Doppler
broadened giving Av &~ vw(KkT}? n Z* so that the gain coefficient for
constant fractional population inversion has the scaling
G ~ n(3) Av ~ Z7.  Since radiative relaxation rates scale as 74,
choice of an adiabatic expansion time with the same Z* scaling
preserves the ratio of hydrodynamic and atomic t1meica]es thus
r ~n Z-3 is required because expansion velocity v v (kT)? ~ Z giving
t ~ Z-4, The plasma mass M ~ Z in this model. The need for
sufficient collisions to produce equilibrium {ionisation gives a
requirement for a minimum (n,t) which is then over fulfilled with
nt v 22,

There is also a crucial requirement that rescnance radiation should
not be reabsorbed, which places a constraint on the optical opacity,
tvn(l) rAvetn -3 which is almost satisfied in this ideal
model.

Clearly in the ideal model the gain increases rapidly with Z7 and
{spelectronic scaling to short wavelengths is strongly favoured. The
difficulty which arises in practice is that the initial conditions of
plasma temperature and density cannot be chosen at will, but are
constrained by the process of laser heating of a solid target (also
called Tlaser ablation}. Table 4.2 summarises the scaling
relationships of the ideal model and contrasts them with the
constraints of a model in which laser ablation produces the plasma.

In practice we are concerned with laser {irradiation of a solid
cylindrical target (fibre) and the process of plasma production can
be approximately described as laser ablation in which plasma is
formed and flows away from the solid at a steady rate. There has
been extensive study of the process in the context of the physics of
laser fusion (A4.42). The most appropriate model for the present
application 1is that which requires collisional (inverse
Bremsstrahlung) absorption to absorb the laser energy at sub critical
density. This gives a self regulating behaviour with T ~ I4-9(z)2°9
where % the scalelength of the plasma is determined by the solid
target radius which we can take to be constant at this point. Thus
1 a Z% gives T n 72, establishing the required increase of laser
intensity. The electron density n, at which the peak temperature is



produced is the density to which the laser light penetrates and the
nodel shows that n, ~ It-3(z8)172 v Z,

The major problem is immediately apparent. The temperature can
follow the ideal scaling by variation of the irradiance but the
density cannot. We have n, »~ Z instead of the ideal requirement
n, v 27,

The consequences of this constraint can easily be evaluated. The
ideal electron density for gain remains as before ng v Z7 but the
volumetric expansion ratie and associated adiabatic cooling between
Ny and ng decrease with Z so that instead of the ideal Tf v 72 we
have Tf A Z°. It follows from the previous discussion of Saha's
equatiin that in this case n(3) ~ 7% and therefore that the gain

G2

Initead of strongly increasing gain there is a weak decrease with
7~

The ablated mass scales as Z if the laser pulse length is ty v It
and the hydrodynamic expansion timescale t ~ v/r &~ Z-! for constant
target radius. The number of collisions scales as n,t ~ Z° so the
system is exactly able to obtain initial jonisation. The opacity
1~ Z 'Y indicating that there is a less severe constraint from
opacity with increasing Z.

Figure A4.18 presents graphically the conclusions of the previous
discussion and is wmade quantitative by scaling from optimised
conditions (A4.43)calculated in detail for C VI. The encouraging
aspect of the results is that the laser power and absorbed irradiance
required for laser action in the water window are attainable with
present day high power laser facilities.

The main difficulty is the convergence of the initial and final
densities at Z 2 13 precluding direct access to laser action in the
water window by simpie ablative heating and adiabatic cooling.

The cooling process must reduce the temperature enough te give a
sfgnificant sudden increase in the population of n(3) relative to
n{l). Significant implies a factor of 3 or more which from Saha's
equation implies a minimum expansion ratio of about 10 times. This
suggests that the mechanism will operate according to the scaling

described here up to about F IX but not much beyond and that
alternative approaches are necessary to reach AR XIII. This

124 12:4 Alnm)
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Fig A4.18 P;: the laser power required for saturated laser action, Nop¢ the

required initial density of the plasma, N.r: the required density after
expansion and adiabatic cooling, kT,: the required initial temperature, kT
the required fipal temperature, I;: the required laser intensity on target.
G: the laser gain coefficient.
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conclusion is substantiated by numerical simulations and these plus
further details of experiments with F IX are given in section Cl.
Radiation cooling is an alternative possibility together with
creation of plasma at a higher inittal density by a different heating
process and both these are currently being studied.

AZ-2 C N 0 F Ne Na Mg Al

— 182 134 102 81 66 54 46 39 A

Ionise  nZ/nf n 772 (kT/7%) exp (-ZZEHIkT)

Ideal Laser ablation front
Ivze

Radiative n AEZ & 2t Collision ne(kT)Jéﬂ.E_1 n 773

Rates Rates

Neg¥ 27 Nogv Z (18 model)

Neg® Z7 Neg » 27

Upper level n " T-2°2 n.n; exp (EI/kT)

n, v 1'° n, v 2%

6~z a7k

tnZoe t v Z-* (ablation layer)

MnZ M~ 2

TV v z-3 T ™ °, re v z-2

Nyt~ 22 Not v Z°

Opacity TN rfh (M/T)% - assuming const recomb fraction

o 7045 ¢ 715

TABLE A4.2 Z-scaling in H-like recombination

Transitions Te = 500 eV Te = 1000 eV
from ground Present Reed et al? Present Reed et al”
state to L-§ R-matrix  HCDH" DSHE L-5 R-matrix ° HCOM- DSHE
1s225%20° (35)°7 5.19(-13) 1.46(~13) 1.46(-13) 9.56(-13) 3.71(-13) 3.88(-13)
(35)3PT 8.2t (-13) 2.620-131 2.32(-13) 1.70(-12) 9.73(-13) 8,53(-13)
(35)3P: 1.04¢-13) 2.60(-14) 2.60(-14) 1.92(-13] 7.00(-14)  6.90¢{-14)
(35)11:‘: 1.10(-12) 1.80(=13}F 1.70(=13) 2.30(=12) 6.62{-13} 6.19{(~13)
15%25%20° (3 s® 3.23a1m 2.83(-13) 2.71(-13) 7.81(-13) 7.49(-13} 7.09¢(-13)
(3p3 %08 4.0ac-12) 3.704-13)  3.14(-13) 1.11(-12) 1.13(-12) 9.55(-13)
(3P)30i 4.88(-13) 3.62{-13) 3.49{~13} 1.17(=12} 9.53(-13) 9.16{(=13)
(33 te® alrac-1m 1.59¢-13) 1.62(-13) 6.B0(-13) 4.210-13)  4.26(-13)
(P 3pe 3.430-11) 2.91(-13) 2.66(-13) 9.53(-13) .17(-13) 8.39¢(-13)
(3p3%p° 1.09¢-12) 1.00¢-t2} B.07(-13) 3.63(-12) 3.29(-12) 2.65(-12)
(0% 2.40¢-13) 1.37(-13)  1.28(-13) 5,38(-13) 3.73(-13)  3.47(-13)
P 2.37¢-13) 1.53(~13} 1.44(~13) 5.57(-13) °  4.25(-13) 3.98{-13)
G0 4.120-13) 3.02(-13) 2:88(-13) 1.13(-12) 9.77(13)  9.39(-13]
st g.25¢-12) 3.400-12)  3.11(-12) 1.28(-11) 1.17(-11)  1.06(-11)
1s%25%2p% (300 %P8 1.54(-13) 1.70¢-13) 1.56{-13) 4.16(=11) 4.91(-13) 4.28(-13)
(301°P°  4.37¢-13 4.240(-13) 3.87{-13} 1.21(-12) 1.20(-12) 1.09(-12)
(3D)3F3 3.94(-13) 31.85(-13) 3.514-13} 1.]7(‘—12) 1.19(-12) 1.62(=12)
(3017°  5.320-13 6.190-13) 6.24(-13} 1.42(-12) 1.70¢-12)  1.10(-12)
(33709 5.090-12) 5.97(-13) 6.490-13) 1.36(-12) 1.66(-12) 1.66(-12)
(303109 231013 3.38(-13) 4.46(-13} 6.03(-13) 7.65(-13) 7.03(-13)
(301°0% 2.76(-13) 2.72(-13) 2.520-13) B.40(-13) B.67(=13) 8.EI1t=13)
(303°0° 4.920-12) 5.22(-12) 4.65(-12) 1.98(-11) 2.00(-11) 1.78¢-11)
(303%F%  2.68(-13) 3.47¢-11)  3.91(-13} 7.08(-13) 8.45(-13) B.54(-13)
(301°0%  3.88¢-13) 4.05(-13) 4.64(-13) 1.04(-12) 1.17(-12)  1.16¢(-12)
(301 'E% 3.54(-13) - - 1.07¢-12) - -
e 771012 - - 3.07(-111 - -

$+ L-S distorted wave
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TABLE A4.l

+

Excitation rates (in units of cm3s-1)

Relativistic distorted wave

for Se XXV
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A5.1.1 SPRITE OPERATIONS

M J Shaw RAL

This year has seen the end of Sprite as a long-pulse injection-locked
oscillator and its rebirth as the final amplifier of a multiplexed
MOPA (Master Oscillator/ Power Amplifier) system.

In its traditional oscillator mode Sprite was used for an intensive
period of target shooting between 21 April and 23 July 1986. During
this period a total of 739 laser shots were deiivered to the Sprite
target area, the vast majority with energy between 100 and 120 J in a
50ns pulse. For most of these shots the laser resonator was
configured as an off-axis unstable resonator and a fairly high energy
(=100 mJ) broad-band injection pulse was used. The injection timing
was adjusted to give the fastest risetime, highest energy pulse on
target. In this mode the Sprite laser is really operating as a
regenerative amplifier and s1ight misalignment of the injection beam
glves rise to a temporal varfation at the focal spot as discussed
helow in section A5.1.4.

During this period the Sprite system performed with commendable
reliability and in particular the new output water 1lines have
performed very well with no indication of breakdown in this section
of the pulsed power system. Also the extended period of operation
without Tletting the laser up to air has improved the fluorine
passivation of the system and well over 100 shots between laser fills
can be obtained without significant degradation in laser energy. The
new command trigger system has also functioned well, the only problem
being RFI from the Marx trigger modules. This has been overcome by
rehousing the thyratron units in RFI shielded enclosures and using a
new fibre optic 1ink to trigger the thyratrons.

Between August and October 1986 the Sprite system was converted to
its new MOPA mode of operation. The details of the modifications to
the oscillator and to the Goblin optical system are described below
in section A5.1.2. The new system is considerably more complex than
the old and this point is illustrated in Fig.A5.1 which shows a block
diagram of the Sprite laser configured as an injection-locked
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A5.1 The Sprite System as a) an injection-locked oscillator and
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A4 = amplifiers, SF = Spatial Filter,

pscillator and as a multiplexed MOPA. Some of the aspects of the
performance of the system are discussed in section C2.1.

0f the six beams amplified in Sprite, only one has been used in the
target area. Ysing this single beam, 341 shots were delivered to the
target area between 4 November 1986 and 22 February 1987. The laser
energy and pulse length have been rather erratic over this period
largely due to ASE and pulse tail amplification, however, the "best"
shots had energfes of around 20J in a pulse duration of 8 ns with a
rise time of 1 ns or better.

The operation of the new system has not been without its teething
troubles. In particular the foil lifetime of Goblin, which appears
to be a few hundred shots, gives some cause for concern and a major
redesign of the Goblin diode to attempt te achieve greater foil life
is being considered. On the otherhand, the large number of mirrors
in the multiplexer room appear to stay in alignment rather well and
constant attention is not required.



A5.1.2 SPRITE MULTIPLEXER DEVELOPMENT
C Hooker (RAL)
Introduction

Preliminary experiments on short-pulse multiplexing were begun early
in 1986 using Goblin as its own preamplifier, taking advantage of the
long gain lifetime of 110ns to double-pass the cell twice. The
success of this technique led to its adoption for the final
multiplexer design, which was commissioned in the autumn of 1986.

We decided that the output stage of the multiplexed system should
have six beams, double-passing Sprite at a separation of i0Ons. Such
a pulse train would completely fill the 50ns gain envelope, allowing
all the available energy to be extracted. This decision dictated the
major design features of the earlier parts of the system, which are
discussed in the following sections.

Short pulse generator and preamplifier

The main requirement for the short-pulse generator was that the pulse
length should be less than 10ns, to ensure that no overiap of pulses
occurred in the amplifiers. Previous work (Ann Rep 1986 Section
£2.2.2) had shown the possibility of switching pulses of this length
from the output of a Lambda Physik EMG150, but to obtain greater
flexibility for extraction experiments we felt a still shorter pulse
was desirable.

The eventual Tlayout of the short-pulse generator is shown in Fig
A5.2., The oscillator section of the EMGI50 is run as an unstable
resonator, giving an output of about 200mJ in 25ns at 249nm, in a
beam approximately 2cm high by 1lcm wide.

The lower half of the beam is clipped off by P1 on the switchout
table, and follows an H-shaped path to P3., The remainder is sent to
the electro-optic switchout section, which consists of two quartz
Wollaston prisms, W1l and W2, and a Pockels cell, PC. The first
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A5.2 &) The Sprite short-pulse switch—out system, Pl - P3 = prisms,
Wl — W2 = Quartz Wollaston Prisms, PD = Photodiode, PC =
Pockel's Cell.

b) Amplified output pulse.



Wollaston produces two beams of orthogonal polarisations, which
diverge until they are spatially separated at prism P2. The lower
beam 715 deflected by the prism, while the wupper, which is
horizontally polarised, traverses the Pockels cell and the second
Wollaston. The second Wollaston is aligned to transmit only the
vertical polarisation to the rest of the system. If the Pockels cell

is not energised, therefore, no 1ight can pass the switchout.

The vertically-polarised beam coliected by P2 is sent via a pair of
mirrors onto the window of a vacuum photodiode PD, connected to the
Pockels cell. When not illuminated, the diode halds off the
full-wave switching voltage of the Pockels cell, about 4.8kV. The
illuminating beam is intense enough to drive the diode to saturation,
causing the full voltage to be switched across the cell in a time
determined by the rise-time of the optical pulse: about fns. During
that switching time, the voltage across the cell passes through the
half-wave voltage, at which value the polarisation of the transmitted
1ight 1s rotated by 90 degrees, becoming vertical, and thus being
transmitted by the second Wollaston prism. Once the voltage on the
cell reaches the full-wave voltage, the rotation of polarisation is
180 degrees, and the transmitted 1light d{s again horizontally
polarised. The output from the second Wollaston prism into the rest
of the system thus consists of a pulse whose full width 1s equal to
the rise-time of the diode triggering pulse. This output is sent,
via a Galilean beam-expander, intoe the amplifier section of the
EMG150.

In practice, the electrical mismatch between the photodiode and the
Pockels cell causes some voltage ringing, which produces a series of
weak post-pulses following the main pulse. The main pulse saturates
the amplifier strongly: the relative amplitude of the post pulses is
thus increased, reaching roughly 50 per cent of the main pulse. To
overcome this problem, the portion of the oscillator beam split off
by Pl is used as a quenching pulse. It is injected by prism P3 into
the same beam expander as the switched-out pulse, but at a slight
angle to it, and delayed by a few nanoseconds. The guenching pulse
is roughly 100 times more intense than the other, and saturates the
anplifier very heavily, thus suppressing the amplification of the
post-pulses. The delay is adjusted, by varying the optical path of
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the quench beam, to the point where the short pulse is s]ightly
reduced in amplitude at the amplifier output.

Once the two beams have separated spatially, the quench beam is
redirected and used as a trigger beam for the spark gaps in the

Sprite water capacitor and the Goblin pulse-forming 1ine, The

switched-out beam is spatially filtered and relayed to the multiplex
room, where the pulse energy is typically 30mJ and the pulse length
4ns FWHM.

Goblin Multiplexer

In order to use the full gain 1ifetime of Goblin by double-passing
twice, it was nhecessary to redesign the optical layout of the
multiplexer. The original design used positive lenses to first focus
the beams, then expand them to the 6cm diameter of the Goblin cell.
The beams were reconverged by the concave back mirror and
recollimated by indentical positive Tenses. The optical path
required for this focusing system made it impossible to return the
beams for a second double-pass within the gain lifetime.
Accordingly, a system using negative lenses was chosen, which
shortened the overall system by 50 per cent, since the lenses were 5
metres from the back mirror instead of 10 metres. However, the
angular spread of the beams around the axis of the cell could not be
increased, so the new layout forced the lenses to be half as far
apart as before, and the same constraint applied to the mirrors that
would send the beams back to Goblin. With six beams undergoing two
double-passes, twenty-four beam paths were needed, with twelve
intermediate mirrors and mounts placed so that all the paths were
unobstructed. This proved to be impossible in the reduced space.

The solution that was eventuaily reached is shown in Figure A5.3.
The beam from the switchout is split into two beams, A and B, which
are double-passed with a relative delay of 30ns. Each amplified beam
is spiit into three, with 10ns between the components. The resulting
beams 1-6 are amplified in a second double-pass of Goblin. Fig
A5.3(a) shows typical beam paths for the first (upper) and second
(1ower) double passes; Fig A5.3(b) shows the timing of all the beams
relative to the gain profile in Goblin. The reduced number of
mirrors fits readily in the available space. Im the final version,
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as shown, the positive lenses are retained for the inputs and the
final outputs: this allows the possibiiity of spatial filtering to
improve the beam quality and reduce ASE.

Sprite Multiplexer

The Sprite multiplexer is the part of the system least changed from
the original design. Each beam makes one double-pass, so two of the
eight beam paths are not used, but the optics are unchanged. The 2cm
beams from Goblin are expanded by negative input lenses to fill the
25cm aperture of Sprite, then reconverged by the 17m radius back
mirror. The output lenses are in the same plane as the input lenses,
but have an aperture of 10cm, the output beam diameter being 8cm at
that plane. This fourfold expansion is introduced by the multiplexer
optics, and ensures that the power density is kept below the damage
threshold for the coated mirrors downstream.

The output from Sprite is a train of six pulses separated by 10ns in
time and travelling on separate beam paths. The final stage of the
multiptexer is an array of mirrors in the multiplex room which
removes the relative delays and synchronises the beams at the shutter
leading to the target area.



A5.1.3 SPRITE TARGET OPERATIONS
F 0'Neill and I C E Turcu

Until September 1986 Sprite target area was operated in the mode
presented in last year's Annual Report (A6.1.3)}. 1In most experiments
the beam was directed in the target chamber along the EW direction
and fecused by an F:10 aspheric fused silica lens. Alternatively for
X-ray laser related spectroscopic measurements involving the high
resolution GMLS spectrometer (see section Al.7) the beam was directed
through the Upper North port using 45° incidence dielectric mirrors.
This set up was also designed to provide a line focus by slightly
bending the thin mirrers in conjunction with the F:2:5 aspheric
doublet and a quartz plate but was not yet used as such. Due to the
poor luminosity of the GML5 runs of 5 shots were fired at 5-10 min
intervals which is remarkable for high power lasers. Beginning with
October 1986 one of the six short pulse (5-15ns) multiplexed beams of
Sprite was used in the target area. The 80mm diameter beam was
focused with the F:2.5 aspheric doublet especially ghosted for A =
249nm. The spatial profile of the beam was monitored by an
equivalent focal plane system. The fraction of KrF laser bean
transmitted through the second turning mirror was reflected by a flat
mirror through an N0, cell onto an aspheric fused silica 1.25m focal
length lens. The focus was produced on a thin glass plate in front
of a CCD camera. The image is then stored on discs and analysed by
an Apple computer. Figure A5.4 shows a microdensitometer trace aof
the beam profile at the focal plane. A FWHM of 23.5um was measured
after taking the ratio of the focal length of the lens used in the
target chamber (f = 23cm) to that used for diagnostic (f = 125¢m).

The time dependence of the pulse is monitored with a fast photodiode
and could be changed from a fast (v nanosecond) rise-time but longer
pulse (Fig A5.5a) to a shorter pulse (FWHM ~ éns, Fig A5.5b) using
saturable absorbers. The peak power in the beam was the same ~ 2GW
and the fast rise~time mode of operation was used in the majority of
shots.

The irradiance on target is routinely wvaried with calibrated NO,
cells of which two have been built to an improved design.
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A5.4 Microdensitometer trace across the focal spot of a multiplexed

Sprite beam, Lens focal length = 23cm.

The main KrF beam parameters available on target from one of six
multiplexed beams are summarised below:

Wavelength 249nn

Energy on target 20-30J

Pulse duration 6-15ns

Minimum rise time wlns

Spot size 25pm _

Peak intensity on target 4 x 10*%W/cm?

Shot rate average 10 shots/day

The target alfgnment was improved by setting up two projection
telescopes. The KrF oscillator beam following identically the path
of the Sprite beam but having only ~ 1mJ in the Target Area - is used
for focusing the lens by observing obscuration behind the West port
on a fluorescer (eg white paper).

The target insertion was improved by using an airlock - redundant
from Vulcan TAW - which cuts down the changeover time to a few
minutes allowing good use to be made of the relatively high
repetition rate of the Sprite laser. .
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A triggering signal for X-ray streak cameras was derived from a fast
photodiode 11luminated with a fraction of another muitiplexed beam
derived before amplification in Sprite. This provided a fixed delay
(the multiplexed beams have only optical delay) as well as the
possibility of checking the timing of the streak camera trigger puise
with respect to the laser pulse by using only the oscillator pulse
running at 1Hz.

A time fiducial for X-ray streak cameras was implemented. The KrF
laser beam transmitted through the first high reflectivity turning
mirror was reflected to introduce the appropriate optical delay - and
focused by a 1.25m focal length lens onto a fused silica optical
fibre which guided the 11ght to the X-ray streak cawera photocathode
(for a complete system description see Section C4.2).

The overall performance of the target area represents a considerable
improvement over last year and user experiments utilizing this
facility are described in section Al and A2.



A5.1.4 TIME RESOLVED OBSERVATION OF THE SPRITE BEAM FOCUS

T Tomie (Electrotechnical Lab., Japan) : T
E Turcu, S Hicks, M Shaw {RAL) ’ :
Many plasma experiments have now been performed using Sprite. To . !

ol B
understand experimental data correctly, the characteristics of the . ‘..
laser beam must be well known. In an injection type laser, the ; e

quality of the output beam may vary during the pulse.

The time resolved focussed pattern was observed as shown in Fig.Ab.6. ! ..

A photodiode observed the pulse through a slit and the slit position
was scanned at the focal plane of the beam. At the same time, the
focussed pattern of the whole beam was observed by a TV system
described i 1986 annuail report (sect C2.3).

The beam was focussed by an aspheric lens of 1m focal length which is
equivalent to the one used for plasma experiments. The beam was Fig A5.7 Tenporal profile for the whole beam
attenuated by an NO, absorption cell. A narrow-band filter was used

photo-—
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4-—p ormjezz slit

beam
splitter

TV system

A5.6 Set-up for observing the Sprite beam focus,
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in front of the photodiode and the slit-photodiode set-up was covered
from the scattered 1ight in the room.

Figure A5.7 shows the temporal shape of the whole beam observed by a
photodiode before the slit. The pulse width was 50 ns and laser
energy was 100 J. ‘

Figure A5.8 shows the temporal shapes of the pulse observed through
the s1it at various positions. There appears to be three peaks, the
separation being 14 ns, The intensity, temporal shape and focussed
pattern of the whole beam did not change during the s1it scan. The
intensities of the three peaks had different spatial distributions as
shown in Fig A5.9. Three corresponding beams can be seen also in the
time integrated focussed pattern observed by the TV system as shown
in Fig A5.10. Each beam had a focussed diameter of 50um,

The separaticn of 14 ns between pulses shown in Fig A5.8 corresponds
to the round-trip time in the Sprite unstable resonator. Therefore,
we can say that the observed pulses were the amplified injected pulse
of 10 ns width which appeared successively after each round-trip.
The moving focussed position was caused by mis-alignment of the
injected pulse. The mis-alignment is fimproved by 1/M after each
round trip and the beam direction converges to the resonator
direction. M is the beam expansion factor of the unstable resonator.
This rapid improvement of mis-alignment is clearly seen in Fig.A5.10
in which the beam moved from left to right.

The above experimental results show that we have to be very careful
in understanding experimental data when we use an injection-locked
laser, Firstly, it may be difficult to estimate the focussed
diameter from time integrated observations which are commonly used.
Secondly, the beam is essentially a train of pulses and non-1linear
phenomena can have sharp pulsations. This characteristic of the beam
is easily overlooked when the pulse temporal shape is observed in the
case where ASE smears out the pulsed structure of the beam.
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A5,2 VULCAN
A5.2.1 INTRODUCTION AND OPERATIONAL STATISTICS
P T Rumsby (RAL)

This year has seen intensive use of all VULCAN'S facilities with
major experimental runs in both multibeam target areas TAW and TAE
and in the single beam area TA2. In particular the novel line focus
optics available in TAE have been used very successfully for extended
experimental runs on XUV laser work. To enhance the facilities
avallable faor experiments, cluster beam optics were installed in TAE
towards the end of the year with the result that all 6 beams
available can now be overlayed on a single focal spot for high
irradiance experiments. Further expansion of experimental facilities
were made at the end of the year by upgrading the single beam target
area TA2 to full 6 beam and backlighting capability. Both these
topics are detailed below. The 3 multibeam target areas on VULCAN
are now operated in an efficient and effective way with experiments
being performed in some while others are being modified and prepared
for later experiments.

Operation of the g¢lass laser for the scheduled experiments has been
considerably more intensive than previous years with a total of over
5000 shots fired for all purposes during the year. 2013 main high
power shots were fired into target areas with the division between
TAE, TAW and TA2 being 745, 923 and 345. Failure rate due to laser
system faults has remained at about the 3% level.

The usual operational pattern of 3 or 4 week experimental runs
followed by 1 week laser maintenance periods has been maintained.
For 37 weeks out of the year the laser has been available for
experimental use leading to 74 target area experimental weeks.

Several improvements have been made to VULCAN during the year the
most notable being a major improvement in beam fil1 factor due to the
introduction of scatter plate apodizers. In addition major
improvements to optics and disc amplifier maintenance routines have
been achieved with the commissioning of a new clean reoom. Both of
these developments are discussed below.



A5.2.2 APODISER DEVELOPMENT

N Rizvi, D Rodkiss, C Danson RAL

Apodisation is used in the rod amplifier chains of VULCAN both to
minimise diffraction effects caused by the ampiifier housings and to
obtain a more uniform beam profile so as to utilise the stored gain
in the amplifiers more effectively. Until Autumn 1986, copper
sulphate-filled quartz apodisers had been used in the system but
solid-state, sand-blasted apodisers have now been developed and
installed. Unlike the CuS0, apodisers, these new apodisers are
relatively inexpensive and quick to manufacture and once installed in
the system, they do not require adjustments on a daily basis.

To produce these apodisers, an automatic turntable rig installed in
the chamber of a commercial sandblaster unit was used to produce an
annular pattern of radially-varying density profile onto BK-7 glass
substrates (see Figure A5.11). The parameters which affect the
profile are: height of nozzle above substrate; angle of nozzle;
pressure at which grit exits the nozzle; flow rate of the grit;
grit size; amount of grit deposited onto the substrate. O0f these
factors, it was found that the most critical in determining the
profile were the height and angle of the nozzle and the amount of
grit deposited.

The energy in the wings of the laser pulse 1s scattered by the
sandblasted region of the apodiser, and since the phase 1s also
scrambled, diffraction effects are avoided. The amount of scattered
1ight is dependent on the density of grit deposited. The beam
profile is affected by the contour and size of the apodising region.
Obviously, a sharp contour (ie one having a large density variation
with radfal distance) acts 1ike a hard aperture and produces
diffraction rings. Figure A5.12 compares the transmission profiles
of four apodisers and shows how adjustments in height from which they
were produced leads to varying roll-offs. Changing the height
provided the most effective and predictable method for changing the
roll-off.
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Densitometer traces of the long and short pulse beams taken in the
near-field of the apodisers are shown in Figure A5.13. Figure A5.14
shows densitometer traces of the beams at the output of the rod
amplifier chains. Both beams exhibit better uniformity than that
obtained with the ¢1d apodisers and there has also been a significant
increase in the beam fi11 factor. The long pulse beam, which has (lD)
displayed the most marked improvement, has a fill factor of = 0.8 and
a peak-to-valley modulation of 17%. Although both beams are slightly
smaller in diameter than before, the enhanced fill factor has meant
that a bigger dlameter green beam 1is produced by the frequency
doubling crystals.

DENSITY

—— 50%

A5.2.3 COMPUTER CONTROL AND DATA ACQUISITION
10%
C J Reason, D A Pepler (RAL)

The GEC 4080 computer and iis associated Camac equipment has

continued to run reliably during the year despite being now over ten

years old. The system has changed very 11ttle during the year except R{cm)
' : Fig A5.14(b)

Microdensitometer trace
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that one of the crates on the parallel branch has been moved nearer
the 4080. Within the next few weeks the two crates in the laser area
which are, at present, on the parallel branch will be converted to
the serial fibre optic branch giving added isolation from electrical
noise pickup and flexibility to their geographical location.

Much of the information that the laser operator requires about the
laser is provided on a colour layout diagram representing the current
state of the laser. It shows the state of the varicus mirrors and
shutters, whether various jtems of equipment are switched on and the
actual beam paths for the short and long pulses and the YLF alignment
laser.

The equipment has been upgraded with a new Sigmex display capable of
storing four 768 x 512 images with 256 colours in each, switching any
one onto the screen. It is driven down a RS232C interface but
runnfng at twice the speed (i.e., 9.6 Kbaud), of the original
display. It is controlled by a separate process in the computer,
running asynchronously to the main laser contrel program but
comrunicating with it via Inter-process messages to obtain data and
synchronisation when necessary. As several diagrams are stored in
the display at once, the computer can switch between the Tayout
diagram and the charging diagram in one frame time. The operator
also has control of the laser while the diagram is being updated.

The layout display now provides a more complete representation of the
laser and because the new process has been written to be table driven
(i.e., the information about the laser 15 held in a data table and
not in the code) it has proved much faster to update the display to
allow for changes to the laser. There is also the possibility to
make further changes interactively. The two free pages in the
display are available to provide more information for the operator
{e.g., interlock information).

A5.2.4 NEW CLEAN ROOM COMPLEX

D Rodkiss, J Boon E Madraszek, R Wellstood (RAL)

Due to continuous Vulcan Glass Laser enhancement programmes which
have 1ncreased the number of 108 mm disc amplifiers from 2 in 1977 to

the present total of 12, this year has seen the construction within
part of the new Laser Facility north extensfon of a much larger and
more effectively designed Clean Room Complex. . '

The primary a'm In the construction of this new area 1s to enable the
vital maintenance procedures carried out presently on the 108 mm disc
amplifiers, and 1n the future, 108 mm and 150mm Box amplifiers, to be
more effective, efficient and of a higher standard that previously
possible within the existing Clean Room layout.

It will be seen from the floor layout diagram fig A5.15, that the new
Clean Room Class 10,000 area now has direct access to the Main Laser
Hall. This is a major step forward in amplifier servicing as the
original Clean Room was remote from the Main Laser Hall and all
serviced amplifiers had to be transported from the Clean Room through
the main building corridor before being installed in the Vulcan Laser
system. The new access available enables a much more efficient and
clean transfer of serviced amplifiers to take place.
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Fig A5.16 View in new Clean Room showing the class 100 laminar

downflow assembly area and the high pressure freon spray
cleaning booth.



The overall layout of the complex also places the most critical area,
the Class 100 Laminar Downflow Assembly Enciosure at a position which
will be least affected by the presence of contamination caused by
personnel movement.

A further improvement In the Clean Room Complex is an area which is
both light proof and air turbulence free, where the large number of
sensitive laser components essential to run a High Power Glass Laser
system can be inspected, tested and stored under enviromentally ideal
conditions. An important medification has also been made to the
operation of the High Pressure Freon Spray Booth by purchasing a
purpagse built distillation plant which is self contained and fully
automated. Research has shown that Jconsiderab1e savings in the
running costs of the Freon Spray system will be achieved through the
mare efficient distillation process.

The whole Clean Room complex is air contamination, pressure,
temperature and humidity controlled to fine 1imits and all the plant
associated with air handling is contained in a plant room which is
accessible from the outside of the building thereby reducing the need
for intrusion into the Clean room by maintenance staff.

Also included in the Class 10,000 area is the High Voltage Flashlamp
Test Facility. This new layout gives the Clean Room Complex the
capability to store, inspect, test, clean and assemble under the
correct conditions all the optical components necessary to run a High
Glass Laser System.

Fig A5.16 shows a view of part of the new Clean Room showing the
Class 100 Laminar Downflow assembly area and the High Pressure Freon
spray cleaning booth.
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A5.2.5(a) TARGET AREA WEST

A J Cole

Target Area West has operated for a total of 32 weeks during the
reporting period.

The area has operated with a range of beam configurations varying
from full twelve beam symmetric irradiation with backlighting, to
cluster type geometries, as described in last years report. Al
experiments were performed with 0.52um radiation, with the exception
of a five week run using 1.05um light to investigate heat flow
instabiiities. The wavelength change overs were completed with the
minimum Toss of running time from the experiments.

Target Area West was also used .to investigate the propogation of
large fill-factor, high power beams, both in terms of the performance
of the optical components, and target interactions. (See sections
C1.2 and A1.10).

A5.2.5(b)  TARGET AREA EAST

M Grande
General

With the exception of one three week period TAE has run scheduled
experiments continuously throughout the duration of this report.
While the majority of these experiments were performed using the
X-ray line focus (see e.g., Al.1, Al.2, Al.3), a number of other
configurations were used, emphasising the great flexibility of the
TAE experimental environment. Besides repeating the optically
complex laser annealing experiment (Al.8) and the absorbtion
spectroscopy experiment Al.5), two significant innavations were made,
which again extend the target area's operating potential.

Six Beam Cluster Configuration

At the beginning of February 1987 installation and comissioning of a
major new facility configuration was begun in target area Fast. This
was the implementation of the six beam cluster configuration
originally proposed in the 1985 annual report (A6.5.2). Fig A5.17



shows the implementation adopted. By arranging beams on the space
frame as shown in Fig A5.18 it is possible to avoid problems of
clipping with a 108mm diameter beam. Beams are focussed onto target
via f10 aspheric singlet lenses arranged around a 16° half angle
cone.

Targets are aligned to ~ 5 um via two telescope systems relayed to a
viewing screen above the operations console giving a magnification of
220. Beam alignment is by observing the Foucault shadow through the
outgoing ports. A backlighting beam can be implemented either via an
f2-5 lens on axis or, as shown in Fig A5.17 via an f10 lens on one of
the output ports.

One fimportant application of the cluster technique is to produce
shaped pulses by varying the retative timings of the main beams in
the switchyard under microprocessor control as described in the 1986
annual report (A6.2.5).

The first shot with this arrangement was fired onto a planar target
on 5 February 1987.

Variable Line Focus Length

In two separate experiments, the original 1ine focus configuration
has been modified in order to increase the range of experimental
parameters accessible. The method used is described in the 1985
Annual Report, section A6.6.1. By increasing the angle the incident
beam makes with the spherical mirror normal, the spherically aberated
1ine focus thus produced is lengthened; this increases the possible
gain attainable in single pass ASE X-ray laser schemes, but of course
correspondingly reduces the incident energy per unit length. Line
focus lengths of up to nearly five times the original length have
been used; a length shortened by a factor 4 has also been used in
order to provide a high intensity per unit length for the long
scale-length plasma experiment {Al.6). Fig A5.19 shows the
distribution of energy along the line focus for three different Tine
focus lengths. -

F10 LENS BACKLIGHTING BEAM [opposing BW)

I

r
- EXTENSION

FLANGES

F10LEN CLUSTER BEAM {10t6)
(1of6)

Fig A5.17 Arrangement of six beam cluster in Target Area East,

SPACE FRAME MIRROR {10of2}

SPACE FRAME MIRROR MOUNTINGS
(10f6)

TARGET CHAMBER AXIS

BEAM LINES LOOKING SOUTH.

Fig A5.18 Arrangement of beams and mirrors on the space frame to
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Fig A5.20 New beam layout to TA2 via the beam switchyard area. The

target chamber is shown in its new position with a
schematic representation of the Beat-Wave experiment

attachments.
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A5.2.5(c) TARGET AREA 2

A J Cole, 5 Hancock

During the reporting period, TA? was recommisioned as a scheduled
area for high power laser experiments. Several experiments have
since been performed using either cne or two beams. These beams were
transported to the area via the existing beam—pipe system installed
when TA2 was first constructed (see Annual Report 1979).

In order to increase the range of experiments which can be performed
in TA2, it was decided to reconfigure the way in which the beams are
injected to the area. The switchyard area (see 1986 Annual Report
section A6.19) at the end of the glass laser has been extended to
enable the main six beam array plus backlighting beam and probe beam
to be directed into TA2. The beam paths are shown in Fig A5.20. In
addition, as one can be seen in the diagram, the target chamber has
been moved to a more central position in the area floor space.

It is not envisaged that any one experiment would use all the
available seven beams but more than two beams is now possible. In
addition, if the parallel operating target area does not require a
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full complement of beams then 1t is now possible to split the beams
between the two areas in such a way as to minimise the number of
switching operations between successive laser shots.

An additional advantage to TA2, 1s that the beams are image-relayed
and spatially filtered by the output vacuum spatial filters {see 1985
Annual Report section A6.26) of the VULCAN system. The beam quality
1s therefore expected to show some improvement over that seen
previously.

This upgrade work is being carried out during February and March
1987. The first experiment to use the new facilities wiil be the
Laser-Beat-Wave investigation, which will use four of the main beams
and the small aperture probe beam. This is typical of the kind of
experiment which it is hoped will make good use of the new TA2
facilities.

A5.2.5(d) CHANGES 70 THE TARGET AREA CONTROL COMPUTERS

C J Reason, D A Pepler

The hardware in TAE and TAW was controlled by DEC Falcon (11/21)
computers housed in CAMAC modules. The computers used a suite of six
CAMAC modules to drive a number of multipiexed cards, housed Tn a
Eurocrate system controlling motors, shutters, filter wheels and TV
systems. Through these the operator uses a joystick, switches and a
keyboard to adjust the mirrors and lense to align the system.

As the requirement of the target areas became more complex the
addressable space of the falcons became full and as more CAMAC
modules were added to the crate the power supply tended to overload.
It was therefore proposed to replace the falcons with a compatabile
computer system. This should have a larger addressing space and be
housed outside the CAMAC crate with a separate interface thus
reducing the current drain on the CAMAC power supply. The computer
chosen was a DEC 11/23 board level computer with a multifunction
board containing memory and two serial lines housed in a Hytec 1101 8
slot box and interfaced into CAMAC via a Hytec 1151 interface.



The code rtunning in the computer is written in the DEC language
Micropower Pascal and the same code runs on both processors with only
the systems configuration file changed to describe the new systenm.
The new system gets 1ts increased addressing space from the use of
addressing registers giving an address range of 4 Mbytes although any
one static process can only address 64 Kbytes.

The new system has been installed but some problems have been
encountered with the use of the addressing registers by the
manufacturers software (now fixed by DEC) and the increase of speed
of the new processor. These have largely been overcome and the
system is now running with approximately the same reliability as
before. There 1is also the potentfal for further upgrades in the
software.

As part of this exercise the processer in the development system has
been upgraded from a 11/23 to a 11/73. This was entirely transparent
and gained an increase in speed of a factor of 2 to 3 in program
build time.

A5.3 TARGET PREPARATION
C Brown, B Child, D Hall, N Prior, P Rumsby, S Whittaker (RAL)

The year has been a busy one for the target preparation group as on
several occasions 3 target areas have been operating simultaneously
creating an unusually heavy demand for targets.

In addition many novel target fabrication techniques have been
developed during the year to deal with the new requirements of the
experimental programme which has called for targets of significant
increase in complexity. The XUV and X-ray laser programme has
required the development of a varjety of techniques to handle and
coat carbon fibres. Using thermal evaporating and sputtering
technigues fibres have been coated with a wide range of fluorine
containing compounds for hydrogen-like recombination schemes and with
aluminium and titantium for Lithjum-11ke schemes. For double pass
Taser schemes involving mirrors fibres up to 20mm long have been
mounted in the centre to allow access to both ends. Fig A5.21 shows
section of such a 7um diameter fibre which is 20mm long overall and

has had 70um dfameter microspheres mounted on each end as alignment
aids. Fibres up to 150mm long have been selected, measured and
satisfactorily mounted for experiments.

Experiments fnvestigating filamentation in large scale length plasmas
have user 1ine focus irradiation of two types of target to produce a
long preformed plasma. For one scheme polymer cylinders lmm Tong,
125u diameter and 1 um thick have been made by parylene c-ating onto
polystyrene fibres or copper wires. After cutting to length the
mandrel is dissolved out to leave a free standing hollow cylinder.
The other approach involves ccating an aluminium stripe of 50u width
and 0.5 um thickness onto a thin (100mm) Formvar substrate and
subsequently cutting the substrate and stripe to a length of lmm.

Novel shell targets containing bismuth as an inner layer have been
fabricated for pusher absorption spectroscopy experiments. Such
targets are made by coating sequentially onto a polystyrene shell
layers of bismuth followed by parylene C followed by parylene N as

Fig A5.21 A 7um diameter carbon fibre 20mm long with 70um diameter
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microspheres mounted each end.



Fig A5.22 Rear surface of a plastic staircase target.

the pusher. After laser drilling a 10um hole the polystyrene mandrel
is dissolved out Teaving an empty shell. Shells with thin inner
layers of bismuth, and copper have been fabricated by this process.

A major part of the experimental programme in the last year has been
devoted to studying the coallescing of shocks of increasing strength
launched sequentially into targets. Foll targets with a multiplicity
of steps on the rear surface have been fabricated for this purpose
from plastic and aluminium. Fig A5.22 shows a photograph of the rear
surface of such a plastic staircase target which has been made by UV
laser photoablation techniques. Each of the 6 steps are 5um high and
50um wide with the thinest part of the target only 8um. Using laser
machining methods it 1s possible to vary the step width and depth
over a wide range from micron to millimetre dimensions.
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Section B INTRODUCTION

The Laser Support Facility which came into being in May 1985 cperates
a Laser Loan Pool and three laboratories at RAL (Dye, Excimer and
Picosecond Laser Laboratories) to support academic research in all
fields covered by the Science Board of the SERC. The remarkable
breadth of the research programme that results can be seen from the
scientific contributions to sections Bl, B2 and B3 which range from
multiphoton physics to in-vivo molecular biclogy by way of several
flelds of physics, biology and organic and inorganic chemistry.
There are thirty contributions, an increase of twenty five per cent
over last year due to strong growth in the Loan Pool and Picosecond
programmes. They come from twenty one institutions spread from
Belfast and Dundee to Essex and Southampton.

This research is backed up by an active research and development
programme within the facility which is described in sections B4, C3
and €4.2 and is presently concentrated on picosecond technigues.

B1.1  SERRS OF MODIFIED ELECTRODES

R E Hester and H R Virdee
Chemistry Department, University of York

Recent advances in the techniques of Raman spectroscopy have resulted
in major dimprovements in sensitivity. One important area of
apptication for the new methods is the study, in situ, of electrode
surfaces.

Reactions at metal and semiconductor electrode surfaces typically
Involve Tow concentrations of solution or surface-bound species which
are confined to the thin film zone at the interface. Probing the
structures and dynamics of such thin films places stringent demands
on analytical techniques. Although laser Raman spectroscopy readily
provides the spacial resclution required and yields data which relate
directly to the structures and nature of chemical bonding in
electrode surface species, it is necessary to employ additional
enhancement techniques in order to achieve the required sensitivity.
Typically, solution concentrations in excess of millimolar are needed
for normal spontaneous Raman spectroscopic studies but this
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sensitivity 1imit has been extended to the sub-micromolar range by
the use of resonance Raman enhancement techniques or surface
enhancement techniques. We have shown that combination of the two -
surface enhanced resonance Raman spectroscopy (SERRS} - can yield
good quality vibrational spectra from species in the sub-nanomolar
concentration range.

In order to obtain strong resonance enhancement of Raman band
intensities the species of interest must have an intense optical
absorption at the laser wavelength used for excitation of the
spectra. Surface enhancements of a worthwhile magnitude have been
demonstrated for only a small range of metals, notably silver, gold,
and copper. These represent rather severe constraints on the
applicability of SERRS to the study of electrode surfaces. A major
aim of our work at the LSF has been to 1ift these constraints and
thereby to opem up this novel form of sensitized vibrational
spectroscopy to a much wider range of electrode materials and
adsorbate species. The key ingredient in this programme then is the
availability of laser sources for Raman excitation which are tunable
through the ultraviclet region. In addition to the intrinsic
advantages of fourth-power freguency dependence and a good detector
sensitivity in the UV region as compared with the red end of thg
visible range (where most of the previous work has been conducted),
many more molecules give strong absorptions (and have resonance
enhancement) in the uv and it was hoped that surface enhancement
mechanisms would be discovered in a wide range of materials in this
wavelength regfon.

To date it has to be reported that these expectations have been only
partly realised. Our work during this past year has concentrated on
the study of modified electrodes. In particular, we have prepared a
variety of different metal electrodes overcoated with thin films
{electro-deposited from aqueous solution) of thionine and of
polypyrrole. Both of these systems can be induced to undergo
oxidation state changes in situ by polarization of the electrodes and
there 1is much interest in the surface structures and electron
transport mechanisms of the thin surface films. Complementary RRS
and SERRS studies in our York laboratory have yielded extensive data
relating to structure and mechanism in these systems during this



period but the uv excitation studies have been less productive so
far. Strong uv absorption bands for both the thionine and the

polypyrrole systems were expected, on account of their different

visible absorptions, to yield
complementary vibrational mode enhancements and thus to add
significantly to our understanding of them. However, in the limited
periods of access which we have had to the LSF uv lasers, we have
encountered a serfes of problems which, so far, have prevented
achievement of our chjectives for this proJect. Notable among these
are the - not entirely unexpected - problems of sample fluorescence
interferences and of sample decomposition at the electrode surface.
Previous related studies had led us to the reasonable expectation
that both of these problems would be less severe than has in fact
proved to be the case. Our experimental systems have had to be
extensively modified to cope with the technical problems and the work
has some way 10 go yet before it can drawn to a conclusion.

electronic origins from the

B1.2  RESONANCE RAMAN SPECTROSCOPY OF PROTEIN SECONDARY STRUCTURES

R E Hester, J de Groot, B Stewart, H R Virdee, and J C Austin
Chemistry Department, University of York

The primary structure of a protein molecule is determined by the
nature and sequence of the amino-acid (AA) residues of which it is
composed. Proteins are mostly linear chain polymers with a great
deal of flexibility and the way in which the individual AA residues
arrange themselves in relation to one another determines the
secondary structure. The three major classes of such secondary
structure are a-helices, PB-sheets and disordered or random coil
arrangements. These may be further sub-divided and there also are
important connecting structures such as the Pp-turn. Intra-chain
hydrogen bonding 1s an important determinant of protein secondary
structure, but other types of interaction alsc are influential. The
arrangement of helices, sheet structures, ete, in relation to one
another constitutes the protein tertiary structure. Some proteins
further aggregate in natural conditions to form dimers, tetramers,
hexamers, etc (eg haemoglobin is tetrameric), thus generating a
quaternary structure,

It is at the level of the interactions which determine the protein
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secondary structure that much biclogical activity and control appears
to reside and there is correspondingly great interest in developing
spectroscopic methods which are capable of probing this structure and
responding to changes induced by protein denaturation and other less
drastic structural modifications. X-ray crystallography has so far
been the primary tool in determining protein structure but it is
clear that the requirement for a well ordered crystalline sample
constitutes a severe constraint on this method in the context of real
biological systems. For dilute aquecus solutions circular dichroism
(CD) or optical rotatory dispersion (ORD) can yield global
information on protein conformation but lack the ability to probe
specific structural features.

There has been an enormous growth in activity, world-wide, in recent
years in the use of Raman spectroscopy for the study of proteins and
other biomolecular systems (nucleic acids, membranes, hormones, etc).
The reasons for this activity are not hard to find; the Raman method
does yield specific structural information (eg on disulphide 1inks,
tyrosine, tryptophan, phenylalanine, and histidine residues), it is
sensitive to overall conformational features (through amide I and III
band shapes and intensities), and it s applicable equally to
crystaliine, amorphous so0lid, aqueous solution, and membrane-bound
protein systems.

In our York laboratories we have been using resonance-enhanced Raman
spectroscopy to study haem proteins with excitation in the visibie
region of the spectrum. These experiments have yielded much
interesting new data, particularly on haemoglobins, which related
specifically to the active site and the way in which this responds
through oxidation and spin-state changes, to 1igation changes at the
Tron centre. OQur aim in using the LSF Tasers In this programme has
been to generate complementary jinformation on the structure of the
pratein part of these molecules by excitation of their resonance
Raman spectra in the short-wave ultraviolet region. The aromatic
amino-acid residues absorb in the wavelength region 200-260 nm and
the peptide 1ink which is a repeating unit in the protein polymer
backbone absorbs in the 180-200 nm region. Thus by uv
wavelength-selective resonance excitation of protein Raman spectra we
have been attempting to probe secondary structure and



microenvironment of aromatic amino-acid residues.

Most of our time at the LSF has been spent in system development and
working with model systems. We have greatly improved the performance
of the Spex Triplemate triple spectrometer in the short-wave uv
region and have worked on a variety of different laser systems (ArF
193 nm, KrF 248 nm, with and without stimulated Raman shifting,
frequency multiplied dye, etec). But the present sensitivity of the
whole system at short ultraviclet wavelengths remains inadequate for
routine protein resonance Raman spectroscopy. Further enhancements
in the technical specification are required and we have identified
the way forward in this area, which remains important.

Bl.3 TIME-RESOLVED RESONANCE RAMAN SPECTROSCOPY OF ELECTRONICALLY
EXCITED STATES

0 Phillips, I McCubbin, A Parker, J N Moore (The Royal Institution)
and R E Hester (University of York)

Time-resolved resonance Raman {TR®) spectroscopy of a variety of
molecular systems has been carried out using technigues described in
earlier reports.

1. Anthraguinone derivatives

Interpretation of the copious results obtained on a series of
so-called 'strong' and 'weak' photosensitisers based upon sulphonated
anthraquinones has been completed, and most of the results now
published (Ref B1.1-B1.8). Results on the ‘weak' sensitisers (see
figure Bl.1) are typified by the TR® spectra of anthraguinone 1,5
disulphonate (1) shown in Figure B1.2, with the time dependence of
the Epectra given in Figure Bl1.3. The transient was ascribed to the
*gm state of the sensitiser. In the case of the other 'weak'
sensitiser, AQIB2MS, (II), no transient Raman spectra were observed,
probably because of the short triplet lifetime of this molecule.

2. Duroguinone

Benzoguinone and 1its derivatives have been the subject of many
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Fig B1.1 Structure of the weak sensitisers.

photachemical and pulse radiolysis investigations seeking to
establish the reactivity and decay characteristics of their excited
states and semigquinene forms. Such derivatives Include duroguinone,
plastoquinone and uniquinone, whose roles as reversible biological
electron carriers make them of particular interest. Whilst such
studies have been able to provide kinetic and broad spectral
information, until recently 1little was known about the structural
changes inherent in the transitions frem ground to excited states or
neutral to semi-reduce forms. TR? spectroscopy has the potential of
providing valuable information in this regard, and we report here the
results of preliminary experiments on this system (Ref B1.9). The
structure of duroguinone is shown in Figure Bl.4.

Following excitation of DQ by 248 nm radiation, rapid relaxation to
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S, 1s followed by intersystem crossing to the triple state (the
quantum yield, $, for this process being unity). Flash photolysis
absorption spectra {(see Figure Bl.4) show that a resonance

enhancement of the triplet state Raman scattering may be expected te
occur using a probe wavalength of 500 nm. Figure Bl.5 shows spectra
obtained in the present work from a § x 10-* M solutfon of DO in
ethanol with 50 ns delay between the pump (248 nm) and probe (500 nm)

puises.

Comparison with the ground-state Raman spectrum of DO revealed the
presence of a new band at 1562 cm-3i. Previous results for the
analagous triplet benzoquinone reveal some ambiguity of vibrational
mode assignments due to Fermi resonance coupling of the symmetric
C=0ad C = C (Wilson B8a) modes, the extent of which evidently
varies with solvent and between the solution and solid state phases.
The assignments givgn in Table Bl.1 are indicated by H/D isotope

Log €

1

360 400
Wavelength A/nm

Fig Bl.4 Duroquinone abscrption spectra for (a) the ground singlet

state (S, in n-hexdane, (b) the excited triplet state (Tt,), {c)

the semiquinone neutral radical (DCH), and (d) the semiguinone

. —radical anion (DQ).
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shift data. If we associate the 1562 c¢m-* band with the C = E
stretching mode we must conclude that there 1s substantial =w

antibonding electron density in the ring as well as on the carbonyl
groups 1n the DQ excited triplet state.

TABLE B1.1 Vibrattonal Band Wavenumbers/cm-! and Band Assignments for
Duroquinone and Benzoquinone

Species Da BQ Assignments
Ground state 1662 1674 uS(B=C)(8a)
S, 1638 1660 v (C=0)
Fermi rescnance double
Triplet state 1562 1554 uS(C=C)(Ba)
T, - 1496 v (C=0)
Semiquinone 1646 1622 us(C=C)(8a)
Radican anfon Q- 1464 1438 vg (C=0)

By varying the delay between the laser pulses, the time dependence of
the formation and decay of this transient can be studied. This gives
an apparent and approximate pseudo-first-order decay rate constant of
8.1 x 10% s-%, this value being in reasonable accord with the
T1terature value for the triplet state decay of duroguinene in 1
millimolar solutions. This provides some support for the assignment
of this transient feature to a triplet state vibration although the
variation absorption attentuation of the Raman band intensities
Timits the reliability of these uncorrected intensity data rather
severely for the determination of rate constants.



Changing the probe wavelength to 440 om should lead to resonance
enhancement of the Raman scattering from the DO semiquinone radical
(Figure B1.4). Since triplet state DO is thought to be capable of
hydrogen abstraction in alcohol solvents, we would expect to observe
bands characteristic of the neutral radical in the Raman spectrum, as
well as the triplet band, which may still be enhanced, albeit at
reduced intensity. Figure Bl.6 shows the spectra obtained with
440 nm excitation at various delay times after pumping at 248 nm.
Two new features are observed in these spectra, at 1645 cm-! and at
1510 cm-*. The band at 1562 is sti11 observed, but is greatly
reduced in intensity compared with the band given by 500 nm probe
excitation.
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Fig Bl1.5 Raman spectra of (a) ethanol, EtOH, (b) 5 x 10-* ¥ DQ in EtOH,

500 nm probe laser only, (c) as (b) but with 248 nm pump, 50 ns
delay, then 500 nm probe.
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Again by comparison with assignments previously made for the neutral
{i{e protonated) benzoguinone radical we attribute the 1645 cm-* RR
band to the C = C (8a) stretching and 1510 cm-* to the C = O
stretching mode. The double bond character of the guinone carbonyl
in this free radical DOH species evidently is much reduced from that
in the DQ ground state parent, indicative of extensive delocalisation
of the odd electron from the C-OH end of the molecule. We do not
cbserve a band attributable to the C-OH vibration, presumably because
this bond 1s no longer a part of the m—electron systems and thus its
resonance enhancement in the Raman spectrum is lost.

A change of solvent to EtOH/H,0 (50/50 v/v) was found to decrease the
relative intensity of the 1498 cm-! band. Since the pKa of DQH in
water is 5.1, it is to be expected that it will partialiy dissociate
in the EtOH/H,0 solvent to form the DQ radical anion.

Figure Bl1.7 shows the spectra excited by a probe beam of wavelength
440 nm focussed 1Inte a solution of 00 in 50/50 v/v EOH/H.0
containing 4 x 10-2M NaNO, as a reducing agent. A drastic increase
In the intensity of one band is observed (slightly shifted to
1646 cm-!) as compared with the spectrum from pure EtOH solutien, and
only a small contribution, at short time delays, from the band
previously assigned to the triplet state (1565 cm-*). One other
transient band is observed at 1464 cm-! (see Figure B1.7), although
this is partially obscured by overlap with a solvent EtOH band. We
can therefore conclude that, due to the addition of excess NO,-, the
triplet state of 0Q is reduced to the semiquinone radical anion, DQ-,
in this experiment. No other bands due to DO* were detected, as in
the previous mixed solvent experiment in the absence of NO,-, again
implying that any other bands are intrinsically weak due to their
relatively low RR enhancements. From comparison with the other data
given in Table Bl.1, we can conclude that the odd electron in DQ- is
heavily localised on the two C = 0 groups, ln contrast with DO(T,)
wherein substantial delocalisation of the w electron over the ring
orbitals was indicated.

The build up of a steady state concentration of DQ2? can be inferred
from the fact that a signal is obtained from the scattering of the
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laser alone (Figure B1.5) after previous irradiation of the solution

The DQ- formed 1n these experiments appears rapidly in conjunction w
the virtual disappearance of triplet state scattering, even at zero
time delay between pump and probe pulses {pulse width ca 5 ns) the
b0- then decays over a period of several microseconds.

Bl.4 TR® SPECTROSCOPY OF METAL CARBENE COMPLEXES

J J McBarvey, S E J Bell and K C Gordon
Dept of Chemistry, Queen's University of Belfast

The programme at the LSF on the resonance Raman (RR) spectroscopy of
four—coordinate copper (I) complexes was concluded during the early
part of the year; one paper has been published (B1.10) and others are
in course of preparation. Work on these complexes will be continuing
at QUB using the OMA III system installed there at the end of 1986.

Since the 1986 Annua! Report, in the course of two visits to the
Facility we have extended our single-colour resonance Raman
investigations of photogenerated transients in the metallacarbene
complex, (CO) W=C{(OMe)Ph.  To provide further evidence for the
structure (involving a -W--~C {interaction) proposed in the last
report for the 10us transient formed by photo-induced CC loss we have
varifed the Raman excitation wavelength, studied the deuterated
(-0CD,) complex and also carried out two-laser, time-resolved Raman
experiments.

Experimental

Ground state RR spectra were generated using UV (363.8nm) and visible
(488nm, 514.5nm) outputs from the Innova Ar+ laser. Figure B1.8 is a
schematic diagram of the set-up for time-resclved studies of
transient species using either the pulsed dye laser alone (as pump
and probe), or as probe in conjunction with the EMG150 excimer
(broadband output) pump laser. Al1 solutions were degassed by argon
purging and flowed through quartz capillaries. Both Spectroscopy
Instruments (OSMA) and EG&G (OMA) diode array detectors were used to
record Raman spectra, as indicated on the appropriate figure
captions.
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Fig B1.8 A block diagram of the experimental layout used for

two-laser, time-resolved resonance Raman studies.

Resuits and discussien

The resonance Raman spectrum of the deuterated Fischer complex
generated by pulsed laser excitation at 370nm is shown in Figure
B1.9. Vibratfonal features attributable to both ground state and
transient species are evident and the spectrum bears a strong
resemblance to previously reported spectra (B1.11) of the normal
Fischer complex. Although a strong solvent band at 1026cm-? masks
part of the Tow frequency region of the spectrum, it is nevertheless
clear that most of the features visible are shifted only slightly
{<10cm-*} from their respective positioms in the spectrum of
undeuterated Fischer. The one exception is the band at 1156cm-?
which appeared at 1105cm-' 4in the transfent spectrum of the
undeuterated complex and was the only feature in that spectrum with
no obvious ground state counterpart. The marked frequency shift
which occurs on deuteration suggests that the 1105cm-* band is
Intimately associated with the methyl group of the transient species.



However, the direction of the shift, to higher rather than Jower
frequencies, shows that it cannot be attributable te a "normal"
vibrational mode of a terminal CH, group but instead may be dus to an
unusual deformation mode of CH, such as could arise from the proposed
——N—H-C= ("agostic") interaction referred to above.

Figure B1.10 shows a selection of spectra from a series of two-laser,
time-resolved Raman experiments on the Fischer complex. In these
experiments the dye laser probe wavelength chasen was 405nm since
this was considered to be sufficiently remote from the photoactive
ligand-field absorption bands of the complex to prevent sample
photolysis by the probe pulse. However, Figure B1.11 shows spectra
recorded using the 405nmm output from the dye laser alone. These show
that as the focus of the laser beam is tightened, a pronounced
increase occurs in the intensity of transient vibrational features
with respect to ground state bands, showing that 405nm radiation does
indeed photolyse the sample. The problem was wminimized in the
two-laser experiments by using a well-defocussed probe beam and the
Towest dye pulse energy possible, consistent with detectable Raman
scattering. [Moving to longer probe wavelengths would have been a
much less satisfactory alternative due to the marked fall-off in
transient absorption intensity and hence in resonance enhancement.]
While the signal-to-noise ratio of the two-laser spectra in Figure
B1.10 is lower than in single laser experiments, it is quite clear
that the same transient features appear in the 150ns time delay
spectrum as were observed in single laser experiments. These
features decay over a period of microseconds and there is a
corresponding growth 1n the features associated with the unphotolysed
complex. The spectra in Figures Bl.10 and Bl.11 thus show that the
same transient species which is formed within the duration of the
laser pulse decays over several microseconds back to the parent
Fischer complex and so may be reasonably identified with the
transient species observed in independent laser flash photolysis
{transient absorbance difference) studies at QUB. To our knowledge,
the spectra in Figure B1.10 provide the first reported examples of
time-resolved rescnance Raman scattering from organometallic
transient species. A preliminary account of the conclusions from the
single-Taser work has recently been published (B1.12). The two-laser
studies were reported at the ‘1986 (September) Fast Reactions in
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Resonance Raman spectrum of a deuterated analogue [(CO) H =
cfocD,) (Ph)], of the Fischer complex. (Solution ca. 10-*
mol dm=3 in CDCl,; pulsed dye laser excitation at 370 nm,
2mJ per pulse; 50 seconds total signal accumulation time on
OSMA detector. Excited state features are denoted by *,

S = Solvent bands.
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Resonanee Raman spectra of the Fischer complex recorded at
three different excitation wavelengths: (a) 363.8nm, CW, Ar*;
(b) 405nm, pulsed dye excitation fan excited state feature at

1270 em~! has been removed for clarityl; 488.0nm, CW, Ar*,

Fig Bl,11 Influence of increasing excitation laser beam focus
(reading from bottom spectrum) on resonance Raman
scattering from the Fischer complex. (ca. 102 mol dm=?
solution in CH,C1,); Pulsed de excitation at 405nm, 0.5m

per pulse.
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Fig B1,10 Time-resclved resonance Raman spectra of the Fischer
complex. Excimer pump laser, 2mJ, 10 Hz at 35lnm; dye
laser probe, 0.5mJ, 10 H, at 405nm. Probe beam

130 well-defocussed to minimize secondary pumping. Pump -
probe time delays are as shown on spectra.



Solution Meeting, Gargnano, Italy (B1.13) and a full paper is now
being prepared for publication.

We have also begun a more detajled investigation of resonance Raman
scattering in the Fischer and related complexes as a function of
laser excitation wavelength. Raman spectra of unphotolysed Fischer
at three different probe wavelengths are shown in Figure B1.12.

Clearly, several new features at ca.l1200cm-* increase in intensity on
going to longer wavelengths. Analysis of these results {including
the construction of corresponding Raman excitation profiles) is still
at a preliminary stage but it appears that they may provide new
information concerning the conformations adopted by these interesting
and catalytically important species in solution. We plan to continue
this line of investigation and also to explore the use of the
resonance Raman method as a structural probe of photogenerated
transients in other metal carbonyl systems.

Bl.5 RESONANCE RAMAN SPECTROSCOPY OF SOLIDS
T J Dines (Dundee University)

An attempt was made to obtain resonance Raman spectra of the [Cr0, 12"
jon in the sclid state using dye laser excitaticn in the range
25,000-30,000 cm-? (ca. 330-400 nm). This experiment is part of a
long-term project concerned with the measurement of RR excitation
profiles (plots of Raman band intensities versus laser excitation
wavenumber) of inorganic solids. Theoretical analysis of excitation
profiles that display vibronic fine structure enables the
determination of excited-state molecular geometries with greater
precision than is usually obtained by Franck-Condon analysis of
absorption spectra.

The measurement of detailed excitation profiles requires tunable dye
laser excitation in order to obtain data points at Intervals of
100 cm-! or less. Whilst much has been achieved in the last 10-20
years using cw dye lasers in the visible region, there is a clear
need to extend this work into the u.v., 50 that a broader range of
molecules can be studied. Some previous experiments, using the u.v.
lines of an argon ion laser, have demonstrated that [Cr0,12- (K" or
tst salt dispersed in an alkali halide disc) is an ideal prototype
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because 1t displays strong, well-resolved RR spectra and does not
appear to undergo photo-decomposition.

Inftial experiments at RAL were carried out during Division Head's
week using the FL2002 dye laser in conjunction with the Monospek
spectrometer and OSMA detector. The optical alignment of this system
was First established by measurement of Raman scattering from liquid
samples (CCl, and cyclohexane). Spectra could be obtafned although
the stray 1ight rejection of the single monochromator was very poor.
The solid samples produced a much higher level of Rayleigh scattering
and it was not possible to detect any Raman signal within 1000 cm-?
of the exciting 1ine (even by using a laser filter between the sample
and spectrometer). It was concluded that the stray 1ight rejection
of the single monochromator was insufficient for RR experiments on
solids. During the last two days of the experiment the Triplemate
became available. Using this spectrometer the Rayleigh background
was reduced to an acceptable level and some Raman scattering could be
observed. However, even with the laser pulse energy considerably
reduced, there was evidence of sample damage, such that it was not
possible to obtain reliable RR intensity measurements. These trial
experiments indicate that it will be necessary to use a dye laser
operating with a much faster repetition rate and lower pulse energy.
In conjunction with the triple monochromator this should produce the
desired results.

B1.6 REACTION DYNAMICS OF REACTIONS BETWEEN TWO FREE RADICALS

AML Irvine, BJOrr, I WM Smith and R P Tuckett
(Dept of Chemistry, University of Birmingham}

We are studying the energy disposal into the products of exothermic
reactions between two free radicals. Such measurements can indicate
the role played in the dynamics by the formation of transient
collision complexes. In particular, we are studying the energy
dispasal in radical-radical reactions which produce nitric oxide as
one of their products. The followling reactions are being studied:



AH® (kJ mole-?)

H+ NDz -+ DH + NO =124 (1)
0+NO, » 0, +ND -193 (2)
N+0H - H+NO -204 (1

The NO X2[l{v,J) internal state distribution is probed by single
photon Tlaser-induced fluorescent to the A2I* state at 226 nm. The
(0,0) band is obtained by Raman shifting the output of an
excimer—-pumped dye laser at 360 nm through a high pressure ceil of
hydrogen, and using the 4th Anti-Stokes 1line to drive the A-X
transition. Due to the non-linear effect of Raman shifting,
pulse-to-pulse stability of AS4 can be as high as 140%. The Stanford
Research System 2 channel gated integrator (on loan from the RAL Loan
Pool) is used to ratio fluorescence from the pm tube to laser pulse
intensity shot-by-shot, and the integrated and smoothed output is
then recorded. The apparatus is now under micro-computer control
from a BBC Master. The computer drives the dye laser and collects
fluorescence intensity from the pm tube with each shot ratioced to the
laser pulse intensity. The spectra are stored on disc, and are then
transferred to the University Mainframe Computer for plotting and
analysis.

We have now studied reaction (1) in some detail, and preliminary
results were presented at the 9th International Conference on Gas
Kinetics in Bordeaux in July 1986. Both OH and NO products have been
probed by LIF, and the results can be summarised as follows. The NO
is produced vibrationally and rotationally cold. The lack of
vibrational excitation in the NO is surprising, since this suggests
that the NDO is a ‘'spectator’ to the reaction and that the dynamics
are dominated by a 'direct' mechanism. In other words, as far as the
NO is concerned, the HONO* complex plays no part in the dynamics.
The OH product, however, is produced vibrationally and rotationally
hot, with unequal A-doublet population of rotational levels of OH
X2M. This last point can be explained if some of the reaction goes
via the HOND* A, ground state potential energy surface. The degree
of rotational excitation of OH is greater than would be expected for
a statistical redistribution of the available energy.
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B1.7 INFRARED DIODE LASER SPECTROSCOPY OF TRANSIENT MOLECULES
PRODUCED BY LASER PHOTOLYSIS

P Davies (University of Cambridge)

Although the original application sought to generate relatively long
lived and spectroscopically well studied radicals such as 50 and PH
it became clear that these couid only be generated with 193 nm
excimer radiation. However, there seemed a good possibility of
generating chiorine atoms (with the appropriate substrate) using the
quadrupled Nd:YAG. Krasnoperov et al (ref Bl.14) have achieved this
using S,Ci, as starting material, the 1liberated chlorine atoms
reacting with SiH,. Chlorine atoms are good candidates for tunable
diode laser detection as they have a fine structure transition 3P3/2
- 3P1 2 at 880 cm-?! which has already been detected in cw experiments
(ref B1-15). Although we have not so far detected these species with
our diode laser in the laser photalysis experiment there is little
doubt that the S5,C1, decomposes and forms particulate deposits,
possibly sulphur. The multiple pass arrangement shown in the figure
in the application could not be used because of a shortage of
appropriate optics. In particular the paralle! plate multiple
reflection mirrors for confining the photolysis pulses inside the
white ceil were inadequate. Another problem uncovered concerned the
effect of intense reflected visible/uv beams on the detection of the
sensing infrared diode beam. In future experiments we shall adopt
the capillary photolysis cell arrangement developed by Beckworth et
al., (ref B1.16) at McMaster University with subsequent separation of
the two laser beams with a grating prior to detection.

Although this preliminary experiment met with limited success we are
keen to continue with these experiments and strongly advocate
obtaining a fluoride excimer laser which can be dedicated to
photolysis experiments.



B1.8 PHOTO-INDUCED ELECTRON TRANSFER IN PYROMELLITIMIDE-BRIDGED
PORPHYRINS

R J Harrison, B Pearce, G S Beddard*
(Department of Chemistry, University of Manchester)

J A Cowan, J K M Sanders
(University Chemical Laboratory, Cambridge)

The kinetics of intramolecular photoinduced electron transfer in a
series of pyromellitimide-bridged porphyrins (H, /Mg/In BPC,, n=2,3.5
[ref B1.171) have been studied in both absorption and emission using
the picosecond laser spectrometer in Manchester [ref B1.18, B1.19,
B1.20] in conjunction with a streak camera from the laser loan pool.
In the compounds used the pyromellitimide group is covalently bound
by two alkyl chalns and sits atop the porphyrin ring and at a
separation and orientation determined by the length of the chain, fig
Bl1.13. 0On excitation of the porphyrin an electron is transferred
from the porphyrin (P) e_ orbital into the LUMD aorbital on the
pyromeliitimide (A). Subsequently the electron can be transferred
back to the gy, Or ap, orbital in the porphyrin, reforming the ground
state:

p——p DY, px __p kisep), p, __g kirec) p__,

The dependence of both charge separation and recombination rates on
connecting chain length, metallation state, coordination state,
conformation, solvent and temperature have been systematically
studied and found to be broadly in agreement with theoretical
predictions [3,41. In particular the inverted region, where rates
fall even though the excergicity is increasing, is clearly observed
£B1.19, B1.20].

Using the streak camera the initial fast (10** s-1) charge separation
event was followed from the porphyrin flucrescence emission and
confirmed our picosecond abscrption measurements in each compound and
solvent used. Furthermore, the fluorescence was non-exponential with
a part of the emission having a noticeably longer lifetime, fig
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Fig Bl.l3 Structure of BPC,

Bl.14. This long decay is assigned to that fraction of the molecules
having unfavourable orientations and separations for electron
transfer between the porphyrin and porphyromellitimide acceptor [fig
B1.20].

With BPC, the measured fluorescence lifetimes were 16 ps in toluene,
10 ps in chloroform and 8 ps in dichloromethane. The shorter values
are s11t width limited by the streak camera and appear longer than
those measured in absorption. The fluorescence lifetimes were also
measured at several temperatures in toluene DMF and EPA solvents. In
each solvent an increase in lifetime is observed as the temperature
falls, the effect being most marked in toluene, which is the least
polar and also has the highest activation barrier. A fall-off in
rate begins at 150 K and becomes effectively constant below 100 K
with a value of 4.2 x 10% s-1 in toluene and 1.0 x 10° s-* in EPA and



1.5 x 10° s-* in DMF. This deviation from typical Arrhenius
behaviour is characteristic of nuclear tunnelling becoming important
at Tower temperatures. Activation energies have been calculated from
the higher portions of the data and give values of 0.095 eV in
toTuene and 0.066 eV in EPA, these values reflect the role of the
solvent in governing the rate of electron transfer. A detailed
account of this work will be published elsewhere EB1.20].
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Fig Bl.l4 Non-exponential fluorescence decay profiles of BPC,

measured by streak camera (a) in toluene (b) in
dichloromethane both observed 625 nm and excited at 570
nm.

134

B1.9  LASER-INDUCED FLUORESCENCE MEASUREMENTS ON THE KINETICS OF
REACTIONS OF THE OH,0D AND CH.Q RADICALS

J Brunning, D W Derbyshire and I W M Smith
University of Birmingham

Introduction

There have been many direct, spectroscopic studies of the reactions
of the OH radical, but far fewer kinetic investigations of reactions
of 0D and of CH,0. Using puised photolysis to generate radicals,
their rate of removal can be observed by measuring the intensity of
fluorescence induced by a pulsed tunable laser fired at variable time
delays after the photolysis pulse. With OH and 0D radicals, LIF
signals can be observed when the laser is tuned to lines in either
the (0,0} or (1,1) band, providing information about the independent
kinetic behaviour of the radicals in the v=0 and v=1 levels (ref
B1.21). Comparison of the rate constants for hydrogenated and
deuterated species and for excited and unexcited radicals can provide
important information about the detailed reaction mechanism which
removes the radicals.

Methoxy radicals, like hydroxyl radicals, play an fimportant part in
atmospheric chemistry especially in the oxidation of methane,
initiated by OH + CH, - CH, + H,0. Despite this the kinetic data
base for reactions of CH,0 remains guite limited. A long term aim of
our work is to add to this data base by measuring rate constants for
a number of key reactions of CH,0 radicals. In the loan period we
made our first measurements of this kind.

Experimental

The fourth harmonic of the JK Lasers Nd:YAG laser from the Laser Loan
Pool was used to generate OH, 0D or CH,0 radicals by photolysis of
HNG,, DNO, or CH,OND:

HNO,, DNO, + hw(A = 266 nm) -+ OH, 0D + NO,
CH,ONO ~ + hv{\ = 266 nm) =+ CH O + NO

At 266 nm, the laser produced ca 10-15 mwd/pulse which, after beam
steering, gave typically 5 md/pulse in the reaction cell.



This photolysis laser was coupled with a frequency-doubled,
flashlamp-pumped, dye laser (Chromatix, CMX-4) in our experiments.
In work on OH and 0D, the dye laser was tuned to a line in the (0,0}
band of the A-X system. At the relatively long photolysis wavelength
provided by the Nd:YAG laser, no LIF signals from OH(v=1) or OD(v=1)
could be detected. The CH,0 concentrations were wonitored by
exciting single photon laser induced fluorescence at 297.5 nm (the
3,0 band of the A-X system). Emission was observed at longer
wavelengths with careful optical filtering to minimise background
from scattered laser radiation.

The experiments ran under the control of a microcomputer which
accunulated the LIF signals after they had been digitised in a gated
integrator. Variable time delays between the two laser pulses were
provided by a commercial delay generator (Racal-Dana, GP 1500).

Results
In the first series of experiments, rate constants were determined
for the reactions of OH and 0D with CO at room temperature and 20

Torr total pressure:

1.66 x 10-%? cp? molecule-ts-!
4.9 x 10°'% cm® molecule-3s-!

k(OH + CO)
k(0D + CO)

The kinetics of OH + L0 were studied Targely to test the system. The
value of the rate constant which we obtained is in good agreement
with the recommended value (ref B1.22) which is, in turn, based on
several thorough, direct studies. The kinetics of 0D + CO have been
studied less but our data are in agreement with other values (ref
B1.23, Bl1.24). '

In the
reaction:

second series of experiments, we concentrated on the

CH,0 + NO, (+4) = CH,ONO, (+M)

At room temperature and in 25 Torr of argon, we found a second-order
rate constant of 7.2 x10-12 cm® molecule-is-?1,
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The only published values of rate constants for this association
reaction were obtained at total pressures below 10 Torr (ref B1.25),
but our high pressure value falls on a sensible extrapolation of the
lower pressure results. We intend to extend our experimental
investigation of this reaction before carrying out calculations based
on unimolecular rate theories.

A preliminary attempt to measure the rate at which CH,0 radicals
react with S0, was thwarted by the strong phosphorescence which the
dye Taser produces from 50,. We hope to extend our measurements on
the kinetics of reactions of CH,0 radicals in future experiments.

Discussion

The rate constants for reaction of OH and OD with CO, together with
those for Tess {reaction plus relaxation) of OH(v=1} and OD(v=1) with
C0 obtained in earlier studies, allow us to construct quite a
detailed picture of this reactive system. It appears that initlally
OH, 00 adds to CO and that the adduct so formed can then ejther
redissociate to OH + CO or fragment to H + co, (or at higher total
pressure be collisfonally stabilised). The rate constants for loss
of vibrationally excited radicals probably correspond to the rate
constants for formation of the radlcals. The relatively large
kinetic 1isotope effect observed is probably a reflection of the
difference in zero-point energies in the two transition states
(leading to OH + CO and to H + C0,) in the hydrogenated and
deuterated systems. Transition state calculations designed to
explain the observed rate constants are belng made.

The assoclation of CH,0 with NO, is analogous to the well-studied
reaction of OH with NO,. However, the greater number of atoms means
that the former reaction approaches its high pressure limiting rate
at a smaller, more easily accessible, total pressure. A comparison
of the fall-off behaviour of these two reactions will be made once
the kinetic data sets are complete,



B1.10 TWO-PHOTON EXCITATION SPECTROSCOPY OF Mn?*

R G Denning, J R G Thorne and I D Morrison (Department of Inorganic
Chemistry, University of Oxford)

Recent interest 1in two-photon absorption (TPA) spectroscopy of
inorganic chromophores has concentrated on centrosymmetric systems
where the parity selection rules of two-photon spectroscopy
complement those for single photon transitions [ref B1.26, B1.27].
We have shown that in a molecule lacking a centre of inversion we may
sti11 observe totally different selection rules for the two
spectroscopies.

The absorption spectrum of tetrahedral Mn?* compounds corresponds to
spin forbidden electronic transitions from the ground tA, state to
the excited gquartet manifold. The intensity of these is borrowed from
the allowed °T,-%A, transition via the spin-orbit interaction. Such
a mechanism can give rise to intensity in all excited states except
‘A, [ref B1.28, Bl.29]. Using the Datachrome YAG pumped dye laser
with Raman shifting as a source of radlation in the 700-1000 nm
range, we excited transitions from 350-500 nm by simultaneous TPA, in
single crystals of Cs_ MnX_ .and (NR,} MnX, (X=CI,Br,I:R=Me,Et) at 4
Kelvin, and directly accessed the previously unobserved *A, state.
Total Tluminescence was monitored at 550 nm. Figure B1.15 shows
absorption and two photon luminescence excitation spectra for
Cs,MnBr_, in the region of *E,*A . We relate the energy difference
between the two states (degenerate in a crystal field model) %to the
covalency parameters for the serles of compounds.

We have observed also the two-photon luminescence excitation spectrum
of (CH,) NMnC1,, TMMC. The absorption spectrum of this compound is
dominated by magnon-assisted transitions [ref B1.30]. By the same
mechanism as above, the %A origin band, obscured in single photon
spectroscopy, is revealed in TPA.

In the course of our studies of the two-photon Tluminescence
excitation spectrum of tetrahedrally coordinated Mn2+ in Cs,MnBr,, we
observe intense green Mn2* emission when the exciting pulsed red
laser beam was tuned between 7200 A and 6700 A. We attribute this to
an unusual energy transfer up-conversion taking place as follows:
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Cs3MnBrg

2-Photon Excitation

“NeAr

1-Photon Absorptieon ; d

T - T
24800 23560 23080 22528
WAVENUMBER {om~13

Fig B1.15 Absorption and two photon luminescence excitation spectra for

Cs, MnBr,.

i) A small amount of Co?** impurity (< 0.1% Co/Mn) is excited to the
'T,(P) state. This state has recently been observed to have a
Tifetime of 250 ns when doped in LiGa,0, [ref Bl.31]. Excited state
absorption leading to hole burning has been performed in this
material [ref Bi.32].

ii) A second photon ts absorbed which creates a Mn-Co pair state at
3550 A. Neither pure Cs,MnBr, nor the cobalt analogue has an excited
state at this energy and this band was previously unassignedlref
B1.331. A similar pair transition {s observed for Cu-Mn in KinF,
[ref B1.34].

71i) Non radiative decay of this state populates the luminescent *T,
lowest excited state of Mn2* at 5000 A.



Artificial doping of Co2* infto the compound at a level of up to 0.5%
indeed shows the 3550 A absorption intensity to be linearly dependent
upon [Co2*1. The lifetime of the emission excited at 3550 A is
independent of [Co%*] dopant at low temperature. The cobalt does not
provide a non-radiative trap.
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Bl.11 LASER INDUCED DESCRPTION OF PHYSIOSORBED MOLECULES FROM
SURFACES

CJSH Simpson (Oxford University)

During this period the results from our first investigations have
been pubiished (ref B1.35).

Most of this pericd has been devoted to improving the apparatus now
that the preliminary experiments have been performed. In order to
reduce the 11ikelihood of adsorption on the helium cooled probe as
well as the crystal, the crystal mount has been gold plated as
adsorption takes places less strongly on gold than on the crystals
used. In addition, a doser system has been developed so that the
test gas can be directed only onto the crystal. This has involved
the development of miniature ultra high vacuum valves which enable a
volume of 0.25 cm® to be enclosed and titrated onto the crystal
rather than the volume of 70 cm® using commercial U.H.V. valves.

Improving the signal to noise

The signal to noise was excellent for the desorption of multilayers,
but poorer for monolayers. To improve this we have (1) improved the
ultrahigh vacuum by instaliing a pumped 1iguid N, cryopump (2)
improved the collection by the quadrupole mass spectrometer by
mounting it inside the chamber close to the crystal.

These changes have greatly improved the performance of the apparatus,
and further experiments on laser desorption of atoms and molecules
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are 1n progress. The fact that molecules are desorbed Intact
following laser heating rather than as fragments has considerabie
bearing on the study of catalytic reactions.

B1.12 PICOSECOND FLASH PHOTOLYSIS OF DIFFUSELY SCATTERING MEDIA

G P Kelly, P A Lelcester, FR Wilkinson
Loughborough University of Technology, Loughborough, Leicester.

A R Anstee, J R M Barr, A J Langley
Rutherford Appleton Laboratory.

We have reported previously the development of diffuse reflectance
laser flash photolysis and the successful extension of this technique
into the picosecond time domain using the picosecond laser facility
at RAL (ref B1.36,37). We discuss here the implementation of further
developments which have been carried out over the past year. These
include the extension of the wavelength range by means of continuum
generation, full automation of the data collection procedure, and
refinement of data analysis to account for Tuminescent properties of
some materials. Discussion of these changes is made with particular
reference to recent results obtained with crystalline 2-pyrazolines.

Experimental

Picosecond laser pulses, after 3 stage dye amplification at 10 Hz to
500u) are frequency doubled, the residual fundamental (probe) 1ight
and freguency doubled (pump) 1ight are dispersed by a prism. The
probe light is focussed into a 4cm pathlength cell containing water.
The resultant picosecond continuum (ref B1.37) 1s recollimated and
directed onto the computer controlled variable optical delay 1ine
from whence it is directed onto the sample. The pump light is
directed through a frequency programmable chopper operating at 35 Hz
and synchronised with the dye amplifier. ~This removes alternate pump
shots. The pump beam is then directed onto the sample as collinear
with the probe beam as possible. Small fractions of the pump and of
the probe beams are deflected using beam splitters and their
intensities monitored as references.



Detection 1s carried out with the aid of Hamamatsu photodicdes and
necessary clircuitry (ref B1.38). Neutral density filters are placed
in the pump reference beam as necessary. The probe reference, and
probe 1ight diffusely reflected off the sample, are collected by
means of two fibre optics and directed into the input sl1it of a
monochromator. The two beams are then detected by two photodiodes
positioned intimately against the exit monochromator s571it. The
monochromator enables the probe wavelength of Interest to be
selected, within the confines of the spectral distribution produced
by the probe fundamental in the continuum generation cell. The probe
reference is passed through the same monochromator so that the beams
remain faithful to each other; experience has shown that no optica?l
or electronic cross~talk occurs between twe signals. The geometrical
relationship of all the optical components is shown in fig BL.16.
The signals from the three detectors are fed to 3 separate gated
integrator and box car averagers {Model 250, Stanford Research
Systems) which are triggered at 10 Hz synchronised with the laser
amplifter. The signals are integrated over their duration and
recovered as an analogue signal and read by an A/D converter/computer
interface ({(Model 245, Stanford Research Systems) which stores and
transfers digitised signals to the IBM computer. The IBM computer
controls the SR245 unit, the stepping motor which drives the optical
delay, and mechanical shutters to block off the laser beams. A
typical data collection sequence would be as follows: the computer
sets the optical delay to a preprogrammed position; if emission 1s to
be measured, the pump shutter is opened. A sequence of 200 shots is
recorded and the data stored in the SR245 unit's memory. The shutter
is closed and the data are transfered to the computer and stored on
disk. Both shutters are then opened and a second seguence of 200
shots is collected, transferred and stored. The shutters are closed
and the variable delay moves to the next programmed posftion. Both
sequences are sorted by the computer into pump on and pump off sets.
Hence the first sequence gives the background signals (no 1ight on
detectors) and if measured, the emission from the sample with
corresponding pump reference signals. The latter data are fitted by
a leastsquares polynominal curve fitting routine to enable a value
for the emission intensity, E to be interpolated for any known pump
intensity, P.
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E() = L c1 pr (1)

{=]
where C, s the 1th coefficient of the calculated palynomial of order
n. The second sequence gives sample detector intensitites, D, and
the probe reference intensities, N, with both pump on and pump off.
A straight line fit is performed on the pump off data to give the
relationship between Doff and N.

D =auN+8 {2)

of f

The quantity we are looking for is the relative change in reflectance
which is equal to the relative change in the sample detector signals,

(3) for pump intensity P.

If emission is to be accounted for this must be calculated using (1)
and the pump intensity P. Doff must be calculated using (2) taking
the value for N corresponding to Don'

Hence

AR=aN+p - (Don"E(P) -Pg) 7))
R a N +P-10g

where Pg and Dg are the background signals for the pump reference
detector and sample detector respectively. When the relative change
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Fig Bl.16 Schematic diagram of optics and detection system used in

picosecond diffuse reflectance laser flash photolysis.
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occuring. By correcting the transient absorption for emission on a
shot to shot basls, the scatter is much reduced and where the praobe
interrcgates the sample before excitation by the pump the signal
approaches zero as expected. The emission corrected transient decay
is shown in Figure B1.19. The probe wavelength was 590nm.

Data have also been taken using the continuum as probe with
dispersion of the diffusely reflected 1ight as described above.
Clear signals have been seen and the data are in course of analysis.

Conciusion and Further Work

We are making good progess towards our goal to be able to measure the
growth and decay of vphotoinduced transients within opaque
heterogeneous systems. When we have improved our ability to record
time-resolved spectra we shall continue by studying proton, energy
and electron transfer reactions occuring at surfaces of catalytic
interest and within semiconductor suspensions in the presence of
electron donors and acceptors.

B1.13 PICOSECOND OBSERVATION OF FLUORESCENCE FROM ALL TRANS DIPHENYL
POLYENES

J R M Barr, A J Langley, W T Toner (RAL)
A J Ferguson, T F Palmer (Nottingham)
Introduction

The luminescence properties of the linear all-trans diphenyl polyenes
Ph=(CH=CH) -Ph which are widely used as fluorescence probes in
biologicai systems and are related to vltamin A and the visual
pignents, have been extensively studied for many years (ref B1.39-41)
It has now been established that while absorption in the near ultra
~violet or visible regions for these compounds arises due to a
strongly allowed 1A -+ 1Bu* transition, there are excited states of
A_ symmetry in ciose proximity and under certain conditions at lower
energy than the "B * state (ref B1.42). A model has been proposed
which purports to relate the anomalous fluorescence of many polyenes

141

(including all trans 1,6-diphenyl-1,3,5 hexatriene (DPH), all trans
1,8-dipheny1-1,3,5,7-octatetraene (DPU) and trans retinol) to a
single nominally forbidden S ( A *)+S (lA ) “transition induced by
borrowing 1nten51ty through coup?ing to  the strongly allowed
S (lB *)-5 ( A) radiative transition(B1.43, Bl.44). Recently 1t has
been shown (B1.45, B1.46) that for DPH and several] simple derivatives
emission occurs from both the Sl( A_*) and SZ(IBU*) excited states
and thermal repopuiation of Szfrom S, can proceed at a rate which is
comparable to radfative or non-radiative decay from 3. Transient
behaviour has been observed recently in the picosecond time resolved
S.-5_ absorption spectra of all trans 1,4-diphenyl-1,3-butadience
n al’ trans

(DPB) (B1.47) and S n"3a fluorescence spectra of DPH and OPO{B1.48).
For these reasons picosecond time resolved flucrescence studies of
several diphenyipolyenes have been initiated using the RAL picosecond
laser system.

Experimental

A schematic diagram of the experimental configuration is shown in
Figure B1.20. The RAL picosecond laser system comprising the
synchronously pumped Spectra Physics 375 dye laser and frequency
doubled Spectra Physics CW modelocked YAG model 3460 laser, was used
to generate red 1ight (80mW at 82 MHz, 3ps) which was frequency
doubled using a KDP crystal. The resulting ultra violet {(typically
320 nm) radiation was separated from the dye fundamental using a
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Bl.2Q0 Experimental configuration for time resolved fluorescence measurements.
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Pellin-Broca dispersing prism, spatially filtered and passed on to
the sample cuvette. Focussing of the uv radfatfon inte the sample
cuvette containing a sclution of diphenyl hexatriene created a
visible sharp dagger of the characteristic blue fluorescence which
was collected and focussed on to the entrance slit of the Delli Delta
(Dellistrique D/S3) streak camera. The residual red light from the
dye fundamental radiation was reflected into a corner cube prism and
track assembly and further reflected through a beam splitter onto a
photodiode. The signal from the photodiode was used to trigger the
streak camera in synchroscen as input to the rf amplifier of the
sweep generator and optical delays were adjusted by movement of the
corner cube and photodiode positions so that the fluorescence was
recorded during the nearly iinear part of the rf sine wave. Light
from the beam splitter was focussed onto fiducials consisting of a
series of optical fibres of differing lengths which terminated at a
second entrance slit of the streak camera and acted as markers in
time. The signal from the streak camera was monitored by an OMA II
Intensified Dfode Array system which digitised and allowed
manipulation of data for background correction and channel intensity
variations. An 1nitfal time calibration was carried out in a
preliminary series of experiments in which red 1{ght was reflected
onto the entrance slit of the streak camera and the position of the
laser pulse was monitored as the corner cube assembly was moved
through known distances.

Materials

1,4 di-2-(5-phenyloxazolyl) benzene (POPOP), all tranms
1,6-diphenyl-1,3,5-hexatriene (DPH) and all trans
1,8-diphenyl-1,3,5,7-octotetraene (DP0) were scintillation grade
materials and were used without further treatment. all _trans isomers
of 1,6-di(4'-fluorophenyl)-1,3,5-hexatriene (FDPH) and
1,6-di~(2'4'dimethoxyphenyl)-1,3,5-hexatriene (DMEODPH) were prepared
using the Wittig reaction and purified as described previousiy (ref
B1.45). Solvents used were spectroscopic grade materials treated and
purified as described previcusiy (ref Bl.41}. All solutions were
bubbled with nitrogen gas prior to measurement.
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Results and Discussion ‘ . \\\\\\\

A calibration for the streak camera time base was obtained by . 62 '
adjusting the corner cube prism Tocation and monitoring scatiered \\\\\\
radiation from the fundamental dye laser pulse on the channels of the -\\\\\\\

OMA II. Figure B1.21 shows that there was a linear relationship
leading to a time interval calibration of 4.9 ps/channel, between the .
position of the corner cube and the channel number in which the

maximum intensity for the scattered laser 1light was located. \\\\\\
Exposure to scattered picosecond laser light (2.2 ps pulse width) )

using the instrument in the synchro-scan mode, showed that the L6l \\\\\\\
instrumental response function had broadened the pulse consistently .
to an 11 channel width (FWHM 54 ps) (Figure B1.22). The time \\\\\\
dependent decay of fluorescence from POPOP in cyclohexane solvent

54t

distance/cm

(which is widely used as a fluorescence standard T =1.13 ns (ref
B1.49) was measured in order to characterise and check the detection
system (Figure B1.23). Analysis gave a moderate fit to a single
exponential with a fluorescence decay time of 1.31 ns but beyond
about channel 400 the data showed a definite tail.

80 160 240 320 400
channel number -

Bl.2] Calibration of streak camera time base

The time dependent profiles of fluorescence from solutions of the

diphenyl polyenes OPH and FDPH in toluene and DPO in cyclchexane are

recorded respectively in figures Bl.24-26 for (a) total fluorescence

and fluorescence passing through broad band pass filters (50 nm FWHM)

with maximum transmissions at (b) 400 rm (Chelsea—Oriel 5752) and (c¢)

450 mnm (Chelsea-Oriel 5754). The fluorescence profiles for DPH and

FOPH were not affected by the presence of the filters and were 1
consistent with the relatively long decay times previously measured

for these compounds in toluene by nanosecond single photon counting

(ref B1.41, Bl1.46). The spike on the time dependent profile for |-54psd
filtered fluorescence from DPO (figure B1.26b) was pulse duration .
Timited, unaffected by the further introduction of plate glass and
Chance 0X7 filters and can be due to neither scattered radiation of
red Tight from the fundamental nor uv from frequency doubled 1ight of
the dye laser. Since the camera streaks twice during each laser
pulse, a wrap around effect occurs leading to distortion of the
fluorescence time profiles. This distortion becomes especially
significant at long fiuorescence decay times and attempts to take

time

143 B1.22 Temporal resolution of streak camera - OMA 1l system.
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account of this factor are in progress. The time dependence of the
decay of fluorescence from DMEODPH in toluene was also measured
{(figure B1.27). The fluorescence profiles were not affected-by the
presence of filters and the data gave a reasonable fit to a single
exponential decay with a fluorescence lifetime of 2.2 ns. There is
considerable interest in the use of OPH and DPH derivatives as
fluorescence probes in biolegical systems. For these reasons a brief
study was made of the time resolved flucrescence emission anisoiropy
of DMEQODPH in toluene by determining the time dependences of parallel
and perpendicufar polarised fluorescence emission using flat plate
polarisers (Polacoat 105). At long times after excitation the curves
for I, {t) and I,(t) become nearly identical and a normalisation
factor of 0.97 was applied to the I,{t) curve to achieve tail
matching and eliminate the emission corréction factor (G). Figures

B1.28, B1.29 show that the emission anisotropy (rt) decayed_

exponentially between the values 0.2 and 0.01.

The results of this study were obtained over a period of two weeks
and are of a preliminary nature. Analysis of data is continuing but
useful conclusions can be made.

For the polyenes in question the lowest excited state(s) is nominally
of A, symmetry (ref Bl1.42). *The time evolution of the fluorescence
from DPD in cyclohexane jsolated through a filter with maximum
transmission at 450 nm (figure B1.26b) is virtually identical to the
time resclved fluorescence emission at 452 nm reported by Felder et
al.(ref B1.48) for DPO in hexane, using third harmonic excitation
radiation from a mode-locked Nd YAG laser incorporating an injection
mode-locked regenerative amplifier and fluorescence detection by
frequency conversion gating technigues. The pulse-duration 1imited
feature was attributed to prompt fluorescence from the 52( Bu*)
excited state with an intrinsic time constant calculated to be 4 x
10t3s. The long time component of about 50% of the initial intensity
persists for several nanoseconds and is consistent with emission from
the S1 excited state ( Ag*) the spectrum of which overlaps the 52»50
emission envelope.
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Fig Bl1.27 Time dependent fluorescence decay of DHEODPH in toluene
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Fig B1.28 Time dependence of polarised fluorescence from DMEODPH in
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The absence of significant pulse—duration limited features in the
time resclved fluorescence spectra for the diphenyl hexatrienes is
most -interesting.
emission occurs from both the A *(51) and 1Bu*(Sz) excited states at
room temperature in aromatic solvents (ref B1.45,46). The failure to
observe prompt fluorescence from the initially populated S2 excited
state shows that 52* S1 internal conversion for these compounds is
extremely rapid (sub-picosecond) in 'solution and is consistent with
the proposal that thermal repopulation of S2 from S1 can proceed at a
rate which is comparable to radiative and non radiative decay from
Sl' The shortening of the fluarescence decay time for DMEOPH
compared to DPH and FDPH reflects the decrease in the 52-51 energy
gap for this compound and is consistent with previous measurements
using nanosecond single photon counting (ref B1.41,46). For DPH the
absorption and emission transition dipoles 1ie parallel to the long
molecular axis which is the symmetry axis (ref B1.50). If this is
also the case with DMEODPH the appropriate expression for emission
anisotropy, r(t) reduces to a single exponential term:

r(t) = %— exp(-6D1t)

where Dl 3Is the rotational diffusion coefficient for the Tlong
molecular axis about a perpendicular axis{B1.50). Assumption of a
prolate ellipsoid model for the rotational diffusion of DMEODPH in
which the ellipsoid ratioc, a/b= 6 and using Perrins' equation

3 kT
1 6 mon a 3 €2 1

= _Z2.a__  _

1] = n b 1)
where n is the solvent viscosity, would lead to an estimate of 20A
for the length of the DMEODPH molecule along the Tong molecular

axis.

For OPH, FDPH, and DMEOPH 1t has been shown that
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Bl1.14 LASER INDUCED FLUORESCENCE IN MOLECULAR BEAMS OF FIRST ROW
TRANSITION ELEMENT CHLORIDES .

I R Beattie, T R Gilson, K R Milligan (Southampton),
and J M Brown (Oxford)

Many first row transition element chlorides can be vaporised to give
a few torr pressure at temperatures below 1,000°C. These molecules
are seeded into a high pressure (several atmospheres) of an inert
gas, followed by expansion through a jet inte a rapidly pumped vacuum
system. In this way the rotational energy and (to some extent) the
vibrational energy is converted into translatienal energy. This
isentropic expansion results in rotationally cold molecules {a few
K). The jet is crossed by a narrow band tunable dye laser. Ideally
this would be a cw laser with a line width of less than 0.001 cm-?.
However, in the preliminary experiments it was necessary to cover a
wide frequency range. The relatively (0.04 cm-?!) narrow band pulsed
dye laser at RAL s particularly suitable for such trial
experiments.

Fig B1.31 High resolution spectrum from high temperature nozzle (Total scan ca

10cm—1).



High quality spectra were obtafned. Figure B1.30 shows a broad scan
from 345 nm to 365 nm, while figure B1.31 shows a section of the
spectrum around 366.5 nm, under high resolution. These results: are
extremely encouraging as they suggest we may for the first time be
able to get rotationaliy resclved informaticn on the ground and
excited states of a range of otherwise inaccessible molecules. In
this way it should be possible to resolve the long standing
controversies on the ground state geometries of these species.
Further, the data will aiso yield information on the excited states
and their geometries. This should lead to an enhanced understanding
of the nature of the bonding in transition element halides.

An inevitable difficulty in working at high temperatures is that
reaction occurs with the apparatus. Further, the fluorescing species
may not be the primary component of the beam. From dispersed
fluorescence studies carried out at Oxford using argon uv Taser lines
to excite the fluorescence, we observe main progressions showing a
360 cm-* frequnecy separation. We believe these to be associated
with twice the bending frequency of FeCl,. The bend in this case is
not totally symmetric so progressions in v, {tself are not expected.

We are at present working on the analysis of the spectra and on a
beam source involving inert materials such as sapphire or silica. We
are also hoping to obtain a freguency doubler for our dye laser so
that we may carry out high resolution studies on these bands obtained
at RAL.

B1.15 DYNAMICS OF TRANSITION METAL ATOM REACTIONS

M R Levy, Department of Chemical and Life Sciences,
Newcastle-upon-tyne Polytechnic

Introduction

In reaction dynamics, very 1ittle attention has been given to the
study of transition metal atom reactions, owing iargely to the
refractory nature of the metals. Yet these reactions are of
considerable interest, since many reactant and product electronic
states, at the transition between Russell-Saunders and spin-orbit

coupling schemes, are available at relatively low excitation
energies. It is therefore desirable to be able to prepare beams
containing both ground and excited metal atoms, and to monitor the
different reactivity of the species present. In these "trial"
experiments, a start has been made on such studies, using the JK 2000
Nd:YAG loan laser to generate a pulsed atomic beam with a range of
translational energies. By means of this technique,
chemiluminescence has been observed from the reaction of Fe, Mn and W
atoms with N,0 and 0,. In two cases {(Fe, Mn + 0,), product
electronic excitation from ground state atoms is highly endothermic.

Experimental

Figure B1.32 shows the typical experimental arrangement. The
apparatus consists of two 1inked, but separately pumped, chambers, in

M A+ JK 2000

Fig B1,32 Schemstic of experimental arrangement. M = mirror, T = target, F
focussing mirror, E = dc electric field plates, N= uncollimated nozzle beam,

collection optics and photomultiplier.



the first of which the metal atom beam 1is produced by laser
vaporisation of a metal targef. This is either: (i) a = lum metal
film (Al, In or Sn) deposited on a microscope slide, and irradiated
through the glass by the focussed laser beam; or (17) a solid metal
target (Fe, Mn or W), 1-2 mm wide, onto which the laser beam is
focussed back by a 25 mm focal length concave mirror with a 2-3 mm
hole in the centre. In both cases the target can be translated
vertically from outside of the vacuum system. The pulsed beam,
consisting of atoms and ions, passes via a collimating aperture into
the scattering chamber, where the ions are deflected away hy a dc
electric field. At the centre of the scattering chamber, the
remaining atoms intersect an uncollimated nozzle beam of N,0 or 0,,
and the resulting chemiluminescence is imaged by an f/1 telescope
onto a R928 photomultiplier. The signal 1is amplified without
significant 1loss of time resolution and displayed on
an oscilloscope.

Atomic Beam Characterisation

Both laser vaporisation configuratifons are know to yield atomic beams
with a wide range of transiational energies {ref B1.51, B1.52), but
only the former has previously been applied to the study of
chemiluminescent reactions. Therefore considerable effort was
devoted to comparing the techniques, including measuring, by means of
an ionisation gauge detectar, the atomic flight time to the centre of
the scattering chamber. It had been hoped that the same metals could
be employed in the two cases, but in the event of the plant for
depositing films of refractory metals was not available during the
loan period.

Vaporisation of thin F1lms was easily achieved at a single shot,
using the Q-switched Taser output at 532 nm (=150 mJ per =10 ns
pulse, focussed to =1 mm dia). This did have the disadvantage,
however, that the target had to be moved for each laser pulse. For
Al, the fon gauge indicated pulses with peak velocity =1600 ms-*, and
peak atomic number density at least 10'% ¢m-2, Previocus workers (ref
B1.51) used much higher fluences, producing beams of somewhat higher
number density and peak velocity. For Sn and In, number densities
here were smaller than for Al, presumably because the metal films
were thinner.
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Sol1d targets could in principle be irradjated for a number of shots
without having to be moved; but no distinct atom signal was detected
by the ion gauge when the O-switched 532 nm-laser beam was employed.
In additfon, visual examination of the targets indicated little
damage. Vaporisation was achieved with the fixed-0 output at 1064
nm, and Fe atom pulses were detected, but this was not a satisfactory
approach since the long time period of the laser pulse made the
atomic flight time very uncertain. Application of the O-switched
output at 1064 nm (=750 mJ pulse-!) was at first impossible owing to
rapid damage to the mirrors used to steer and focus the laser. This
problem was eventually solved by coating all laboratory mirrors,
including the convave mirror inside the vacuum, with a =1 um gold
film. Using this arrangement, vaporisation of the target was readily
achieved, although the rapid erosion meant that it had to be
translated frequently for reproducible puises to be maintained.

In fact, atom signals could still net be detected by the fon gauge,
although a very large fon signal was found when the dc field was
switched off. However, the vaporisation process produces atoms and
fons in a range of electronic states, and metastable emission was
detected by the photomultiplier (fig B1.33}). For Fe and W, the
species responsible for that emission were not identified
unambiguously, as a monochromator was not available; but, for Mn,
cut-on filters, together with the duration of the enmission,
jdentified it as from the 2P state. The time of arrival of the
metastable atoms was strongly dependent on the laser fluence, but
typical optimised peak velocities were =10 kms-!, corresponding to an
effective flux of emitters =10%° s-!. However, owing to the long and
different radiative 1ifetimes of the different ®P sub-levels, and the
Tow probability of emission on passing the photomultiplier, the true
peak flux of *P atoms is estimated to have been =1012 s-!, Clearly a
number of other metastable states, and the ground state, would also
have been populated, so the overall flux of atoms must have been much
higher sti11. The lack of detection with the ion gauge suggests that
the atoms were constrained very close to the beam axis, a result
which was expected from the original work with this technique (ref
Bl.52).



Chemiluminescence Detection

A search was made for chemiluminescence from the reaction of all 6
metals with N,0. However, none was detected for the vaporised thin
films, despite the ijon gauge detection of the atomic beam in those
cases. Previous work, using the same technique, did claim emission
from In and Sn + N,0 (ref B1.53); but the different laser focussing
used there may have resulted in a higher population of metastable
atems. Published beam work on A1 + N,0 indicates that any emission
should bhe weak (ref B1.54).

Fe and Mn + N0 have also been attempted previously by evaporation of
thin films (ref B1.53), but in that case emission was found from Fe
only. In the present work, all 3 of Fe, Mn and W gave emission with
N,0: the relative signal intensities are given in Table Bl1.2. As
reported already, a monochromator was not available; but the use of
cut-on filters allowed the emitters to be clearly identified as
excited metal monoxide, MO*. Although the dependence of signal on
crossed-beam Intensity could not be determined unambiguously, it
seems highly 1ikely that the chemiTuminescent speclies were primary
reaction products, since the signal could be detected easily even
with N 0 background pressures in the scattering chamber as low as =5
x 10-* Pa. In the Mn case, the metastable emission decreased as the
chemiluminescence increased, implying that Mn*(®P) + N,0 may favour
MnO*{A2Z*) production.

Table B1.2: Relative Signal Magnitudes at Peak

The high beam translational energies also allowed the study of
substantially endothermic reactions. Chemiluminescence was detected
from Fe, Mn + 0., respectively 299, 351 kJ mol-? endothermic from
ground state atoms, as well as from W + 02, only 45 kJ mol-?
endothermic (see Table B1.2 for relative intensities). None of these
reactions had previously been investigated. Fig B1.33 shows a

typical time-resolved trace for Mn + 0,, compared with the Mn
metastable signal. In this case, the emission was further to the red
than for Mn + N,, reflecting the expected lower vibratfonal

excitation; and this made it difficult to determine whether the °P
emission was quenched. However, the duration of the signal indicates
that a part of it, at least, originated from excited Mn* atoms.
Similar results were obtained for Fe + 0.5 but, for W+ 0, it was
not possible to determine whether ground or excited atoms were
responsible for the chemiluminescence, as the threshold is so Tow.
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Fig Bl1.33 Typical time-resolved light traces due to: Mn*(*P) metastable
emission at =540 nm (..... ); total emission (Mno* + 0, ( }; emission 2
"590 nm in Mn + 0, (——-— ). The atomic beam flight distance to the detectiocn

region was 262 mm.

150



Conciusions

As pointed out above,  these experiments were of a "trial" nature. A .
considerable number of questions therefore remain to be answered. THART TIMING
For example; the distribution of states in the atomic beam; the ‘ RECORQOER ELECTRONICS
relative contributions of the different states to the observed Micrachannel
chemiluminescence; the vibrational exitation of the Tluminescing plates
product molecules. However, the feasibility of this technigue for 1

studying transition metal atom reactions has <clearly been
demonstrated. Sample inlet
tube e~

200mm Fl lens
B1.16 EXCITED STATE PHOTOELECTRON SPECTROSCOPY OF RADICALS J T

Al
HL

Filler L
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J M Dyke, A Morris, M Feher and A E1lis, Southampton University \ e
TRIGGER —PROTO— L 4 . E% ----- R L o-;-------e——--e ————— LASER
Laser multiphoton jonization of a molecule should be enhanced at a M

DI0DE
laser frequency at which the photon energy (mhv) is in exact ﬂ
resonance with one of its specific excited states. Indeed, such - l_l

enhancement has been widely observed in various ion-current spectra L ) =
‘-200\/

(ref B1.55). The multiphoton (MPI) ian-current spectrum in general - ND:YAG
consists of many peaks, which correspond to m~photon allowed excited “ LASER
states. From such spectra one can obtain information about resonant CHART BOXCAR
intermediate excited states, but no information is obtained about RECORDER | | INTEGRATOR
final states of the ion. In comparison MPI photoeiectron spectra
contain information about the energy levels and populations of fonic
states which are produced from selected excited state. This report
js an account of work done in develaping a MPI jon—current and Fig Bl.34 Block diagram of MPI/MPI PES apparatus.
photoelectron spectrometer during a two-month 1oan period of a

Quantel Datachrome 5000 laser.

Before the laser was installed a combined MPI time-of-flight electron
spectrometer/total 9fon spectrometer had been constructed from
borrowed equipment. Installation of the laser meant that both parts
of this dinstrument could be tested and improvements made. The
apparatus layout is shown in fig Bl.34. Multiphoton ionization total
ion spectra of nitric oxide were obtained within 1-2 weeks of the
laser being installed and these were at least as good in terms of
sensitivity and resolution, as previously published 1literature
spectra. However, problems were experienced in obtaining
reproducible time-of-flight photoelectron spectra of nitric oxide at
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low output power from the dye iaser (< 0.4 mJ pulse-1). The output
power was improved to 1.6 m J pulse-! and this, as well as more
accurate alignment of the beam, allowed photoelectron spectra of
nitric oxide to be recorded at fixed laser wavelengths with no
accelerating voltage. Figs B1.35, B1.36. These spectra showed that
the electron energy amalyser was working well and a number of
improvements were made in the ionization region to allow improved
resolution spectra to be obtained. A detailed MPI ijon-current
spectrum of 0Q,{a?Ag) has also been obtained and this is currently
being analysed to yield spectoscopic constants of a previous
unobserved excited state of oxygen. Unfortunately, time did not
permit any attempts to obtain the corresponding MPI photoelectron
spectra.
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Fig B1.35 Section of the MPI spectrum of NO (A3)+, v'=0«X7T1,v"=0}.
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Fig Bl.36 MPI photoelectron spectrum of NO at 454.370 nm.

. TWO-PHOTON VUV LASER-INDUCED-FLUORESCENCE DETECTION OF
I (#P,.,) AND I(%P,.,) FROM ALKYL I0DIDE PHOTODISSOCIATION
AT 248 nm

B1.17

F G Godwin, P A Gorry, P M Hughes, [ Raybone, T M Watkinson and J C
Whitehead, Dept. of Chemistry, University of Manchester, Manchester

Introduction

The investigation of the photodissociation of alkyl, and substituted
alkyl Jodies in the A band has played a substantial part in our
general understanding of photodissociation processes and
photofragmentatfon dynamics(ref B1.56). This is not suprising since
the alkyl 1odides offer, within a simple framework, a unique



opportunity for the systematic variation of several of the key
factors that affect photodissociation dynamics such as radical size,
substitution and structure.

The A band arises from an U*m transition localised on the C-I bond
with the transition dipole moment paraliel to the C-I axis (the 2Q_+N
transition). Dissociation is very rapid (1-3 x 10-®* s) with the
energy disposal ingicating an impulsive mechanzism. The 20, state
correlates with I ( P1/2) and ground state I( P3 2) is produced by
curve crossing to the Q; state [ref B1.57-61]J. Thus an important
gquantity in undgrstanding the photofagmentation processes is the I
quantum yield & . Several gjfferent techniques have been applied
to the measurement of I/I ratios including translational
photofragment experiments (ref B1.57-61), VUV absorption (Bl1.62), IR
emission (B1.63,64), optoacoustic spectroscopy (Bl.65), laser gain
measurements (B1.66) and diode taser IR absorption (B1.67). Most of
these techniques suffer from experimental defects such as overlapping
spectra, strong absorption of the probe 1ight by the parent iodides,
Tong radiative Tifetimes or difficult analysis procedures. A
particulary powerful and direct technique pioneered by Brewer et al
is that of atomic two-photon VUV laser-induced flucrescence (61.68)1;r
This report describes the use of this technique to determine the I
quantum yields for several substituted and cyclic alkyl iodides.

Experimental

The experimental arrangement is shown in figure B1.37. A purified
sample of alkyl iodide is maintajned at a constant temperature and
enters the flow c¢ell via a needle valve providing a low pressure
(30-40 mTorr) of the gas. The alkyl iodide is photadissociated by
the collimated 248 nm output of an excimer laser (EMG 103, at 12 Hz,
50 md/em?). After a delay of 100-200 ns the iodine atoms are
detected using the freguency-doubled focussed output { 0.5 md/pulse)
of the loaned excimer-pumped dye laser (EMG 101/FL 2002) operating on
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Rhodamine B (Rh-610). This laser scans over a pair of two- photon
absorption lines (2D,,, + ?P,, . for I and 2D, + 2P, ,, for I ) at
304.7 and 306.7 nm respect1ve1y The exited atomic states fluoresce
twice emitting first an IR photon and then a VUV photon in the range
158-206nm. The VUV fluoresence is then detected using a solar blind
photomuitiplier (EMI 9431B, 500 1load resistor) which efficiently
discriminates against light from both the photolysis and probe
lasers. The signal is then processed by a x10 preamplifier (Ortec

8301) and boxcar integrator (Brookdeal 9425).

By scanning over the two absorption Tines, two laser-induced
fluorescence peaks are observed whose re1ative lnten51t1es depend on
the quantum yield for I product1on (g =I /(I+I }). The calculation
of the quantum yield requires calibration of the system by use of a
molecule of known quantum yield. This was chosen to be CH,I whose
quantum yieid 1s now well estabtished, & =0.73 (B1.67). Care must be
taken to ensure that the probe beam does contribute to the overall
signal by acting as both photolysis and probe. This was achieved by
attenuating the probe beam power to a level where there was no
discernable signal on either the I or I peaks with the photolysis
laser blocked. Typically the peaks were measured efght times, with
four measurements of CH,I efther side of these to check calibration.

Typical data are shown in f1§ure B1.38 for the photolysis of CH,I and
cyclo pentyl iodide. The & values abtained are given in tab1e B1.3
and are shown in figure B1.39 (together with those obtained by other
workers (B1.57-67) ).

Discussion

The states involved in the photodissociation dynamics of the alkyl
fodides in the A band were first described by Mulliken (B1.69) and
are shown in figure Bl.40. Two of the transitions (1 N and 2Q, «N)
are polarised perpendicularly to the C-I1 bond, wh11st the third
{*Q,+N) 1is parallel polarised. A1l of the translational
photofragment experiments
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Tabte B1.3 : I* quantum ylelds

Molecule - § (248 nm)
CH,I 0.73

C,H,I 0.62 (0.64)2
t-C H,1I <0.1  (0.04)%
C,F,I >0.95

CF,CH,I 0.8

CH,C1CH, T 0.7

C,F,CH,I 0.77

cyclo C.H.I 0.35

cyclo CstxI 0.27

23" quantum yield from Brewer et al (B1.68)
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Fig B1,38 Typical two-photon atomic LIF signals.
for the calibrant, CH,I, and cyclo iodopentane.

Results are shown
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to date (BR1.57-B1.61) show that the overwhelming absorption at*248 nm
is from the parallel 2Q N transition which correlates with I . Any
ground state atoms must then arise from a curve crossing to the *Q,
surface and, in this case, the quantum yield & 1is Jjust the
pr‘obabﬂlty of not crossing to the !Q, surface. The localised nature
of the o orbital strongly suggests that only changes to the a carbon
(the one containing the I atom) would be expected to alter the 'Q,
and 2@, surfaces.

The translational photofragment experiments have also shown (B1.57,
B1.59) that the energy disposal is best described by an impulsive
mechanism in which the initial dissociation step involves only the
C~I bond. The C atom then recoils into the rest of the radical and
partitioning of energy between transiation and internal excitation is
decided by simple conservation of energy and momentum,

Godwin, Paterson and Gorry (B1.59) have recently proposed a model
which combines the soft-radical impulse model (B1.57) for the energy
disposal with a simple Landau-Zener dgscr‘iption of the curve crossing
probability. On this basis the I quantum yielid is given by the
probability of staying on the original curve:

- 2nv
ﬁ* =exp (———) =
F1 |&AF| v

exp (-C/v) (1)

where V , s the coupling term, AF is the difference in gradients at
the crossing point, and v is the velocity through the crossing point.
Considering the localised nature of the n and ¢ orbitals involved it
seems likely that the V , and AF terms should be similar for related
iodeo-alkanes. These terms can then be absorbed into a single
parameter L which should characterise that related set of molecules.
There remains the task of finding the velocity at the crossing point.
To do this we calculate the translaticnal energy disposal from the
soft radical model (B1.57).

By = Guy/ued Ejy (2)



where y. 1s the reduced mass of C and I, g is the reduced mass of
the radical and I, and Eav = hu—ADg is the available energy. In
reality the crossing point lies at an unknown energy between the
initial excitation value and the final asymtotic energy given by the
impulsive model, however since this should be a constant within a
related family of 7odoalkanes, the proport‘iona]lty constant s
subsumed into {. We thus obtain an expression for §

*
§=exp—(( E) (3)

zuaEa\ﬂ )

The only informaticn required by this model are the masses of R (the
radical) and I, the total available energy, and an ' empirical
parameter { - which is found using one mulecuif as a calibrant. It
should then be possible to calculate the § values for all other
molecules in the family.

The solid 1ines in Figure Bl1.39 are calculated from equation 3 with
the £ values indfcated on the diagram, and a constant E vl=255 kd
mol-* in all cases. The diagram shows several different families of
alkyl ijodides which clgar'ly reveal both dynamic and electronic
contributions to the 3 values. If we consider a vertical column
such as the ‘'ethyl' iodides (C, on the diagram) we can see 2
consistant reduction in curve crossing probability (increasing & )
with substitution of electronegative atoms at the B, and then a,
carbons. Since the energy disposed into translation decreases with
the heavier radicals this trend s in the opposite direction to that
predicted on a dynamical basis alone. There is thus a genuine change
in the potential curves involved, although it {is not possible to
unravel effects due to changes in V,,» AF and the curve crossing
postion. The electronic effect is further illustrated by the buty}
iodides in which the change in radical structure from primary to
secondary to tertiary (increasing electron cLonat'lon to the a carbon)
is accompanied by a steady decrease in the & values.
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The dynamical effect 1s responsible for the trend in ﬁ* within a
given family. Unfortunately, so far, many of the 'families' only
contain two compounds but in all cases the  value calculated from
the first member correctly predicts the ¥* value of the second one.
Within the n-fodoalkanes the anomalous cases of Ch,I and CF I are
understandable given that these have different structures at the a
carbon (three hydogens as opposed to two hydrogens and one carbon),
they thus really cnnst‘itute*a separate class. We thus have a
situation in which the & values are governed by electronic
considerations across families (vertically) but by dynamics within
families (horizontally).

B1.18 Quantum State Selected Photodissociation of SO,

J August, M Brouard, J P Simons (University of Nottingham)

The study of energy and angular momentum disposal among the primary
fragments of molecular photodissociation provides an insight into the
fragmentation dynamics. Studies conducted close to threshold are of
particular 1interest, especially when the parent molecule s
fluorescent, so that spectroscopic probing can be focussed on both
the fragments and the dissociating molecule. The sulphur dioxide
molecule provides a ‘well-tuned' system where such a dual approach
can be attempted since it presents a sharp predissociation threshold
in the &‘Bz electronic state at -218 nm. Its absorption spectrum is
rotationally structured at A = 218 nm, and the 502(3-*) flugrescence
has a natural 1ifetime ~40 ns. Structure is still preserved at
wavelengths below threshold, but the predissocfation reduces the
fluorescence lifetime to = 2 ns. The retention of rotational {(and
vibrational) structure offers the possibility of probing the



rovibronic quantum state dependence of predissociation rates,
provided (a) the structure 1s sufficiently 'de-congested' (b) the
fluorescence decay can be monitored, (c} the primary fragments
S0(X*Z-) can be detected via laser induced fluorescence techniques,
and (d) narrow 1line tunable laser radiation 1is avallable at A
~ 218 nm. Decongestion can be achieved by Jet-cogling in a
supersonic expansion system; laser radiation at ~ 218 nm is not too
readily obtained but as an alternative the SO, molecule can easily be
excited via two photon absorption using intense dye laser radiation
at 430 nm. This can be generated using excimer laser pumping (ns
system) or jon-laser pumping coupled with Nd/YAG amplification (ps
system), both of which are available on loan, or centrally at the
LSF. State resolved detection of SO(X) can be achieved via L.I.F. on
the SO(X-A*Tl) system at A n~ 260 nm, though the sensitivity is
relatively low and interference from the fluorescence of S0, has to
be accommodated.

This report describes some preliminary experiments exploring the
feasibility of both ns and ps studies.

Experimental

(1) 'Nanosecond' Experiments

Tunable, 420 to 450 nm radiation from the 1loaned JK 2000
Nd/YAG-pumped dye laser (10 Hz, 3-4 mJ pulse-* at 440 nm) was
focussed with a 30 cm focal length lens into a reaction vessel which
could be operated either as a static (thermal) cell at pressures of 1
to 10 Torr or in conjunction with a pulsed supersonic jet expansion.
The axis of the pulsed nozzle (Newport Corporation BV 100, typical
backing pressue of 1 atm He seeded with 5-10% of 350,, orifice
diameter 0.5 mm) was orthogonal to both the laser propagation and
fluorescence detection axes. Total molecular fluorescence from ~ 220
to 400 nm was detected with an EMI 9813 photomultiplier via three
Tayers of O0X7 black glass filter and recorded on a boxcar averager
(PAR model 165). Time-resolved decay profiles were recorded on a
transient digitiser {Biomation, 6500) and stored on a microcomputer.

(ii) 'Picosecond' Experiments

The above cell in static mode of operation (10-100 Torr 3$0,) was used
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at the LSF for experiments employing the picosecond laser radiation
source. Light at ~ 430 nm {20 pJ pulse-! at 10 Hz) was focussed into
the cell with a 10 cm focal length lens and the fluorescence was
detected at right angles to the 1laser axis (with appropriate
filtering) by a streak camera and optical multichannel analyser.
Residual radiation at ~ 700 nm (after mixing with the YAG fundamental
at 1064 nm) was used to trigger the streak camera.

Results and Discussion

(i) 'Nanosecond' Experiments

The two photon total molecular fluorescence excitation spectrum (FES)
of S0, has been recorded under thermal and jet-cooled conditions at
wavelengths from ~ 420 to 450 nm, i.e., at energies below and, for
the first time, above the predissociation threshold (see figures
B1.41 and B1.42). The therma! two photon spectra, which agree well
with earlier work of Vasudev and McClain (B1.70), show clearly the
severe rotational congestion which is significantly relieved on

L40 3 L3k L3
LASER WAVELENGTH / am

Fig Bl.41
(9 Torr)}.
power.

Spectra are not corrected for fall-off in dye laser

Thermal two photon fluorescence excitation spectra of 50,
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Fig Bl.42 Jet-cooled two photon fluorescence excitation spectra of
50,. Arrows indicate the two peaks whose lifetimes were measured, as
discussed in the text.

Jet-cooling (figure B1.42). Unfortunately the rotational structure
was unresolvable with the JK Taser system employed but an approximate
temperature reduction was estimated from two photon L.I.F.
experiments on jet-cooled NO (1% in He at 1 atm backing pressure) at
-430 nm; they indicated a rotational temperature of ~ 3K. The
vibrational features in the jet-cooled SO, FES spectra can be readily
identified with assigned features in the thermal spectrum (fig B1.41,
B1.42) but there are differences (as yet tentative) in the relative
intensities of some of these features close to threshold.
Predissociation is believed to occur predominantly via coupling of
levels with v5=0 (vi is the &( Bz) state antisymmetric stretching
mode) to continuum levels in the $02 ground state (ref B1.70, B1.71).
This evidence is supported by the observation that in the region
close to threshold our jet-cooled FES spectra appear to be dominated
by transitions to levels with v3 = 0, which do not couple strongly
with the ground state continuum and thus have the largest
fluorescence quantum yietd. (The (vi, vé, vé) labeiling is only a
crude representation of the vibrational states at these energies due
to large anharmonic coupling between the vi and vé modes.) The

158

thermal FES at energies below and slightly above the threshold and
at pressures of » 1 Torr are partially vibrationally relaxed (fig
B1.41) and hence the relative intensities of transitions to levels
with vé=0 are larger compared with those in the jet-cooled FES.

There is, at present, some uncertainty regarding the predissociation
threshold in 50,, although more recent work, and thermodynamic data,
suggest a value of between 46000 cm-1 and 45400 cm-1 (ref B1.70,
B1.71). Using the JK 2000 laser system we have performed preliminary
lifetime measurements of a number of vibrational levels close to the
predissociation limit. Whilst these measurements were limited to
lifetimes of > 10 ns it was possible to observe a sharp reduction in
1ifetime between features in the jet-cooled two photon FES at -437.3
and ~435.9 nm from 40 ns down to ¢ 15 ns respectively. The above
implies that the predissociation threshold should lie at energies
between -45880 and 45740 ¢m-?, in broad agreement with the earlier
work (this, it should be noted, corresponds to a wavelength range
Just accessible to tunable frequency doubled radiation at A > 217.2
nm) .

First attempts to monitor the SO photofragments by L.I.F. at -260 mm
proved unsuccessful. This was partly due to strong background 30,
fluorescence excited at this wavelength, which is not easily filtered
or gated out, but was also hampered by the low power (and low
resolution) of the JK 2000 dye 1laser systenm. However, the
feasibility of performing these pump-probe experiments using an
excimer-pumped-dye laser either by two photon excitation at 430 nm or
using tunable frequency doubled radiation at A > 217.2 nm {see above)
is currently under investigation.

(ii) Picosecond experiments

Although the LSF was successful -in providing picosecond laser
radiation at ~430 nm 1n principie of sufficient energy, we were



unable to observe the molecular fluorescence from thermal 50, in the
limited time available (one week). The main prablems arose from the
poor collection and detection efficiency and high temporal Jitter
(approximately *1 ns) of the streak camera. It is felt, however,
that many of these problems can be surmounted by employing a fast
photon counting apparatus. '

Whether the technique could be improved sufficiently to observe
signals from Jet-cooled s0,, using 2-hv excitation, remains to be
seen, It may well have to await the availability of tunable
picosecond radiation at ~(217-218) nm.
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B1.19 LASER PHOTOCHEMISTRY AND SPECTROSCOPY OF MOLECULES CONTAINING
NO

J A Dyet, M R 5 McCoustra and J Pfab
(Department of Chemistry, Heriot-Watt University)

This report covers work carried out with the EMGI01/FL2002 dye laser
of the LSF loan pool during a three month loan period.

Introduction

In these experiments, we aim to characterise the internal energy and
gquantum state distribution of the nascent NO from the
photodissociation of a range of nitroso-compounds. In the L-nitroso
compounds, we are primarily concerned with slow predissociation on
the nanosecond timescale following single-photon absorption in the
560 to 720 nm region. Thelr structured e]ectrqpic absorption spectra
in this region are due to a *A"-3A' (n, M) transition. From
dispersed and fluorescence excitation spectra of the Jet-cooled
molecules, we wish to obtain information on the level structure and
potential surfaces of both electronic states (Ref. B1.72). Time
resolved fluorescence measurements will allow us to deduce the rates
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and mechanism of non-radiative processes preceding the disassociation
step and will permit us to correlate the dynamics of vibronic states
of these compounds with the final product state distribution of the
nitric oxide photofragment. In the work reported here, we employed
the loan laser system for the state-selective photodissociation of
Jjet-cooled nitroso-compounds and our own laser for state-resolved
probing of +the NO photofragment by two-photon laser—induced
fluorescence (TPLIF).

Experimental

As shown in Figure B1.43, the experiment utilised two synchrenised
pulsed dye lasers and an expansion chamber with associated gas
handling equipment for supersonic jet-cooling of the sample vapour.
For the pulsed supersonic expansion, a solenoid valve with 500 pm
nozzle diameter was employed, with ca. 10% mixtures of the gaseous
nitroso-compound in argon at stagnation pressures near 300 torr and
pulse durations of about between 0.1 and 0.25 ms. The pulsed Jet
was crossed by the two collinearly aligned counter-propagating dye
laser beams. Pulse powers of 0.5 to 1 md in the §75-720 nm region
(Oxazin 170 in methangol, DCM in DMSO) were obtained from the loaned
Lambda Physik EMG101/FL2002 laser system. Nascent N0 was probed by
two-photon LIF with a Lambda Phys’k EMG5S0E/FL2002 dye laser. The
lasers and pulsed nozzle were synchronised by an analogue delay
generator in combination with a crystal controlled master oscillator.
Unless specified otherwise, a delay of 100 * 20 ns was used between
the dissocfation and probe pulses. Details concerning the
fluorescence collectfon and signal acquisition can be found elsewhere
(Ref. B1.72-B1.75).

Results and Discussion

a) Chlorodifiuoronitrosomethane (CC1F NO)

The excitation spectrum of jet-cooled CCIF,NO has now been analysed
and is well understood. The evaluation of the photofragment spectra
of nascent NO (Ref. B81.73) has been completed. Rotational and
spin-orbit population distributions of the NO X(v"=0) fragment have
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Fig _51.43 Arrangement used for pulsed dissociation-probe experiments
of jet-cooled C-nitroso compounds.
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been obtained at fourteen isolated vibronic features of the
Jet-cooled parent. 1In all cases, the NO (v"=1) yield was too small
for detection. As the excitation energy increases, the fraction of
energy partitioned into rotation of NO increases, and the spin-orbit
population ratios approach unity. Figure B1.44 presents results
from the photolysis on the 1203 vibronic feature near 699.5 nm as an
example and provides a comparison of the observed and calculated a
priori rotational distributions. Within the limits dictated by the
poor sensitivity of the two—photon probe technique, the rotational
popuiation distribution of each spin-orbit state is statistical and
no state-specific effects are apparent in the rotational energy
disposal. The spin-orbit ratios, however, are markedly colder than
the statistical ratios. A dissociation energy of 13500 % 350 cm-1
(162 kJ mol-1) has been evaluated by comparing observed with
calculated statistical rotational distributions. The energy disposal
at 646.6 nm and the photofragment yield spectrum of the jet-cooled
parent has been reported and discussed in detail (Ref. B1.75).

b} Dichlorofluoronitrosomethane {CC1,FNOD)

The electronic origin in the fluorescence excitation spectrum has
been located at 688.58 nm. The spectrum is dominated by torsional
and bending progressions as with CCIF,ND indicating that changes jn
the dihedral and CNO bending coordinates dominate the (n, T}
electronic transition in the visible. A detailed analysis is in
progress. Photodissociation of the cold parent on nine assigned
vibronic features between 674 and 650 nm provided TPLIF spectra of
nascent NO (v"=0) over a considerable range of excess energies.
Figure BI.45 presents one example from the photolysis in the intense
but as yet unassigned vibronic band near 643.3 nm. Rotational
population distributions of NO (v'=0) from photolysis on the
649.3 nm vibronic transition 76126 are shown in figure B1.46. Mode 7y
is an a' skeletal bending mode while the twelfth normal mode is the
Towest frequency torsional mede. It is not yet clear whether these
rotational distributions show marked deviations from statistical
behaviour.
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and (1) ?N,,, states of NO. (-) Calculated a priori distributions except
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comparison with experiment,

¢) Trifluoronitrosomethane (CF, NO) revisited

CF,NO represents one of the first polyatomic molecules where
vibrational state selection in the excitation step and detailed
measurements of non-radiative transition and disseciation rates have
been combined with mapping of nascent quantum state distributions of
a photofragment (Ref. B1.76). HWe have recently re-examined and
reassigned the fluorescence excitation spectrum of the jet—cooled
parent (Ref. B1.72) and discovered that many X state levels show
biexpanential fluorescence decay behaviour (Ref. B1.77). This
prompted us to re-examine the dissociation dynamics. Figure B1.47
presents a comparison of earlier work (Ref. B1.76, upper spectrum)
and our own work (lower spectrum) showing TPLIF scans of nascent NO
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Fig Bl1.46 Two-photon LIF of the nascent NO (v"=0) photoproduct from the
photolysis of jet-cooled CCI,FNO on the 643.3 nm feature.
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Fig Bl.45 Rotational population distributions of NO (v"=0) from the
photelysis of jet-cooled CC1,FNC on the y3124 vibronic feature near
649.3 nm. Other details as in Fig Bl.44.

Fig Bl.47 Comparison of NO (v"=0) two-photon LIF spectra obtained by
photodissociation of jet-cooled CF,NO following excitation of the

126§ vibronic feature. Upper trace - Ref B1.76, lower trace - this 162
work,



significant deviation from statistical distributions could be
identified for photodissociation in the well-structured region of the
excitation spectrum. Excitation of features beyond the threshald
where the fluorescence yield drops provides rotational distributions
such as the exampte in Figure B1.48. The observed distributions are
narrower than the a priori distributions and there is evidence of
bimodal character at high J particularily for the 2"3/2 state. A
more accurate value for the C-N bond dissociation energy (DO=13970t40
cm-') was obtained spectroscopically from the observation of the
highest rotational state of the N0 fragment.

d) Alkyl Nitrites and Nitrosamines in the Near UV

The photodissociation dynamics of these compounds is already being
studied in aetail in the laboratories of Huber {(Switzeriand), Lahmani
(France) and Rosenwaks (Israel). We have attempted to record NO
yield spectra in the Jjet but contrary to our expectation no
distinctive spectral features could be seen, and the NO yield spectra
simply reflected the dye tuning curve of the dissociation laser.

Preliminary work on the near-Uv photodissociation of jet-cooled
N~-nitroso-methylcyanamide (CH,N(CN)NQ) pravided good TPLIF spectra of
the NO fragment, and evidence for the production of CN at shorter
wavelengths has also been obtained. We plan to study this molecule
in detail in the future.

Conclustons

We are now beginning to learn from fluorescence decay measurements
that the dissociation dynamics of C-nitroso compounds involves
intersystem crossing to the lowest triplet state T, as well as
internal conversion to the ground state. With the molecules we have
studied thus far, the rotaticnal state distributions of the NO
fragment are statistical and non-statistical effects only become
apparent at high excess energies. The time-resolved fluorescence
technigue is a more sensitive probe for mode-specific effects and the
invelvement of T, than the rotational distributions of the NO
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photoproduct. The measurement of reliable and detailed state
distributions in the Jjet is not trivial and requires careful
experimentation and high sensitivity of the probe technique.

With these molecules, accurate bond dissociation energies can be
obtained by locating the highest rotational state of the NG. The
full power of this technique will become apparent with the use of
the more sensitive single-photon LIF technigue.

ANALYTICAL APPLICATIONS OF ULTRAVIOLET RESONANCE RAMAN
SPECTROSCOPY

B1.20

K P J Williams (British Petroleum Research Centre, Sunbury-on-Thames,
Middlesex)

The 1industrial application of Raman spectroscopy has become more
widespread over the past decade. The Raman spectroscopy group at the
British Petroleum Research Centre has been one of the leaders in this
field. Applications of the method have ranged from solving plant
problems, through structural elucidation of, for example polymers, to
device technology. For bulk samples in the main, we have used
spontaneous Raman spectroscopy, however, whep working at Jow
concentration resonance Raman methods have been employed. The
drawback with the latter method, using continuous wave lasers as the
excitation source, is that {t confines the range of systems that can
be studied to those possessing a visible chromophore. Whilst systems
such as polyenes can be studied readily many others, possessing UV
electronic absorptions, have been difficult to investigate with our
laser capability.

One of the maln aims of the Raman group at BP is to investigate the
potential for new methods in the general area of Raman spectroscopy.
The application of ultraviolet laser excitation to resonance Raman
spectroscopy for the analysis of samples present at Tow levels is one
such area of interest. Whilst our laser capability was unable to
provide a tunable ultraviolet laser output we were aware of the Laser
Support Facility at the Rutherford Appleton Laboratories (RAL). An
application for time on the Facility was made and over the period of
a few weeks an assessment of the method has been made with some
pleasing results.
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In broad terms resonance Raman scattering occurs when the laser
excitation wavelength is coincident with an allowed electrenic
transition. For molecules possessing aromatic moieties the
electronic transitions tend to occur in the ultraviolet region of the
spectrum. The molecules of general interest include polycyelic
aromatics and chemical additives to both polymers and ofls. The
results obtained at the RAL will be confined to the former.

Palycyclic aromatics are found in many oil and coal fractions. The
normal method of detection at trace levels is by high pressure liquid
chromatography which provide a non specific analysis. Since
resonance Raman spectra depend heavily on both the electronic
absorption and the incident Taser wavelength it seems likely that by
a Judicious choice of experimental conditlons a more specific
anatysis can be provided. The example given in Figure B1.49 is of
the resonance Raman spectra obtained from four palycyclic aromatics,
(a} anthracene, (b) 9-methylanthracene, (c) 9,10-dimethylanthracene,
(d) 9,10-diphenylanthracene. The spectrum recorded from the solvent
is shown at the foot of each column, for reference. All of these
data were obtained under similar conditions with the laser excitation
wavelength set at 261 nm, a repetition rate of 70 Hz, a laser energy
of ~0.7 md/puise and an accumulation time of ~ 20 minutes. The
concentration of the samples, in tetrahydrofuran, was »~ 10-*M. Data
was easily obtainable from the 9-methylanthracene at a much lower
concentration of ~ 5 x 10-%M. This lower concentration still
provided a spectrum with a signal to noise ratio for the major bands
of ~ 10:1 which obviously indicates that the 1imit of detection can
be yet Towered.

It 1s apparent from Figure 81.49 that the spectra recorded, from the
four substituted anthracenes selected, that each spectrum is unique
in terms of its appearance and band positions. At the prevailing
concentration the solvent peaks are weak and as such do not greatly
obscure the spectra. 0On this basis a mixture of the four components,
given a suitable library of spectral data, should be quite amenable
to analysis.  An illustration of the importance of excitation
wavelength with spectral intensity dis given 1in Figure B1.50.
Anthracene (v 10-°M) excited at 261 nm provides a very intense
resonance Raman spectrum which is rich in Raman bands. The same
sample excited at 302 nm, on the other hand, produces only one
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readily discernable Raman band (marked A) which is far weaker than
the major solvent (tetrahydrofuran) peaks. Clearly, a shift of 40 nm
in laser excitation wavelength produces dramatic changes in the Raman
spectrum. Although ne experimental data from mixtures is available
at this stage of our work it is thought that mixtures of similar
molecutes (possessing different ring substitutions) could be resolved
into their individual components using this method.

Finally, our work in the Laser Support Facility at the RAL has
provided a good background for us to assess the potential of the WV
excited resonance Raman method. It has also given a grounding in the
problems, which are far from trivial, of implementing the technigue.
Most importantly it has shown that after a few weeks of intensive
effort that the type of systems of interest to British Petroleum are
capable of providing good guality and potentially useful Raman data.
We are grateful to the supporting staff within the LSF for their
assistance.
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B2.1 THE KINETICS AND MECHANISM OF DNA_REPAIR: LASER-INDUCED

TRAPPING OF BREAKS IN DAMAGED MAMMALIAN DNA.

C W Wharton, Dept of Biochemistry, University of Birmingham

R A Meldrum, S Shall, Dept of Biological Sciences, University of
Sussex

The consequences of damage to DNA by ultraviclet or ionising
radiation were described in the 1986 Annual Report. The generally
accepted scheme of repalr of pyrimidine dimers which are formed as a
result of uv-irradiation, 1is shown in Fig B2.1. Our proposed
experimental procedure for the study of the early events in DNA
repair is shown in Fig B2.2. While the 248 nm laser pulse causes DNA
damage in the form of pyrimidine dimers, the 351 nm laser pulse is
used to photoactivate the caged a®2P-labelled break trapping agent.
The photoreleased trapping agent 1is «-2*2P dideoxyadenosine
triphosphate which acts as a chain terminator in repair DNA synthesis
(see 1986 Report).

In this report we describe the progress that has been made towards
realisation of the complete experimental scheme that {s shown in Fig
B2.2.

Laser and Sample presentation

The EMG 150 laser has been used to provide both 248 nm and 351 nm
laser irradiation. The oscillator section fiiled with KrF has been
used for damaging the DNA presented in the form of a celiular
monalayer (v 10% cells) in a 3.5 cm diameter petre dish., 351 rm
radiation has been cbtained by fil1ling the amplifier section with
XeF. Beam shaping has been rendered relatively simple by fitting a
plane mirror at the back of the amplifier which has eliminated the
hole in the centre of the beam. The laser beams are simply expanded
by using a diverging lens, constrained to a c¢ircle by using a
diaphragm and turned onto the horizontal target by using
appropriately coated mirrors. The energy seen at the target s
appraximately one third of the total beam energy; this rather low
figure being the result of using an finitfally rectangular beam.
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Serious problems have been experienced with the stability of the XeF
beam. The energy has been found to decrease to half its initial
value within 15-30 min after filling the laser. The net result Is
that some 5-30 mJ of energy can be defivered to the target per pulse.
Since we need 1J of 351 nm light in order to achieve optimum
photoactivation of the trapping agent (see below) we have to use
30-40 pulses which takes 3-4 seconds to deliver. We hope to be able
to achieve some improvement in the laser performance since we wish to
be able to achieve photoactivation in less than one second.

It is not difficult to arrange for the 248 nm and 351 nm beams to
jmpinge on a single target pesition. A sample changer is being
constructed at RAL which will allow a number of samples to be
irradiated automatically.

Synthesis and photolysis of caged compounds

In the 1986 report we described the synthesis and purification of
caged a-*2P dideoxyadenosine triphosphate {c-ddATP). This was
purified by adding cold carrier c-ddATP and was 1solated as 96% caged
material. An unfortunate comsequence was that the cold material
diluted the radicactivity to an extent that led to inconclusive
22p—incorporation in DNA during repalir; this despite a very low level
of added cold material. It became apparent that it was necessary to
prepare the reagent at an enrichment of 5000 Ci/mmole with no added
carrier. This was attempted for our next session at RAL.

Talling of peaks in HPLC elution

The yield of reagent was disappointingly tow at 10% but more
seriously, severe tailing of peaks occurred on HPLC analysis. The
tailing was such that the caged reagent could not be separated from
uncaged material. The final product, used for the experiments
described below contained 18-35% uncaged materfal. Although
experiments using this materfal were successful 1t became obvious
that 1t was necessary to develop a method that would allow
preparation of the reagent in much higher yield and most impeortantly
at ca. 100% purity in terms of caging.
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Use of inorganic phosphate

It is believed that the severe tailing encountered during HPLC
elution of radiclabelled material occurs because only picomolar
quantities are present. Nonlinear behaviour results when such small
amounts of material is used since non-specific absorbtive events
assume JTmportance. In an attempt to cure this problem inorganic
phosphate was included in the caging reaction mixture. The reaction
gave a 40% yield and the presence of caged phosphate in the reaction
mixture (5mM) significantly improved the resolution that was obtained
by using preparative HPLC. Caged materfal was obtained at 89% purity
but it was contaminated by micromolar caged phosphate. This occurred
since caged phosphate elutes Jjust before c-ddATP and there was some
overlap of the peaks. The .resulting materfal when used 1in
experiments with cells gave erratic results although high levels of
32p—yptake were seen consequent upon 248 nm damage.

Use of ATP

The next strategy adopted was to use ATP as the buffer in the
preparation of caged radlolabelled material. The ATP becomes caged
during the reaction and elutes on HPLC between ddATP and c-ddATP,
well before the latter. Thus c-ATP should easily be separable from
c-ddATP. It was found that some 5% of the ATP hydrolyses during the
24 h reaction period, at pH 4. This leads to the formation of c-ADP
which unfortunately elutes coincidentally with c-ddATP and so Tleads
te contaminatfon of the radiolabelled product.

Use of caged ATP

As a final strategy it was resolved to use caged ATP as the reaction
buffer, i.e., to put caged ATP in at the start of the reaction. Most
fortunately c-ATP has a PK, value of 3.9 (see Fig B2.3) and so is an
ideal buffer for the reaction. It remained to be established whether
c-ATP was stabie during the 24 h reaction period and if degradation,
followed by recaging, could lead to c-ADP formation. c¢-ATP has been
shown to form less than 0.1% c-ADP during a 24h period and so appears
to be an 1deal buffering material. It will be incorporated in all
future reactfon systems.
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Caged-ATP was purified and desalted by using HPLC to 98% purity. A I ml

golution containing 1:25 pmoles was made 0.1 in NaCl and titrated with 5 I

Ialiquots of 50 mM NaOH. A blank titration curve of 0.1M NaCl, determined in

the same way, was subtracted. The circles are experimental points, the solid
line the best fit line.
Shaken not stirred

The reaction between nucleotide triphosphates {NTP) and the diazonium
derivative of 2-nitrophenylethanol has, until recently, been
conducted by vigorous stirring of equal volumes of water containing
the NTP and chloroform in which the dfazonium derivative ws
dissolved. Yields (in micromoie scale preparations) were ca. 70% and
were variable owing to irreproducible stirring conditions. Yields
consistently over 90% have been obtained by vigorous shaking of the
reagents for 24 h,

Photolysis experiments

Although we had previously established that our caged compounds
photolysed quantitatively, there remained some uncertainty regarding



the stoichicmetry of the photorelease process. This has naw been
resolved by using 98% pure full authenticated (by HPLC)} c-ATP as a
standard of comparison with c-ddATP. The difference spectrum which
develops at 310 nm on photoactivation of caged reagents has been used
to compare c-ATP with c—ddATP, also free of ddATP contamination. The
difference extinction coefficient Ae,,, of each compound had been
determined by exhaustive photolysis. The numerical values obtained
were: 2695+ 60 c-ATP and 2705 + 40 c-ddATP. This proves that the
stoichiometry of c¢-ddATP photorelease is identical to that of the
well-studied c-ATP process.

uncaged material. Fig B2.4 shows that very 1ittle decomposition
occurs within 60 min al though' after 18 h extensive decomposition has
occurred. This is an important finding since it means that a time
gap between permeabllisation/loading of the cells with caged reagent
and firing of the 248 nm laser will not lead to complications which
result from reagent decomposition. It is notable that cellular
phosphediesterase enzymes are not able to rapidly degrade the caged
molecule and this finding adds to the robustness of the method.
Permeabilisation and/or lysis of the cells made no difference to the
pattern observed in Fig B2.4. Dilution of the radioactive material

also dfd not affect the pattern seen in Fig B2.4 despite causing
lysis of the cells after 15 min.

ou?PddATP
‘acaged o¥2Pdd ATP

Energy requirement for optimum photolysis

The equation:

%—nu Dlo - 1n (—“:_—Np) "
2 a
where T = transmittance 2
a = quantum yield of photoactivation c | 2000 A
N, = number of photoactivatable molecules ;g F S
Np = number of photoactivated molecules £
I, = number of photons impinging .E
—
2
has been derived in order to permit calculation of the 1ight energy _8 4
required to give a certain fraction of photoactivation. For 109 £ 1000
cells in a 3.5 diameter dish ca. 34% of the surface is occupied by g
cells. The quantum yield has been determined to be 60% (see 1986 CLF o - 7
Report). If 90% photoactivation is to be achieved and the number of gn‘ i I * a
caged molecules per cell is 5000 then 1.4 x 10%® photons are required
which 15 equivalent to 0.82 J at 351 nm. Accordingly we have used 1J L L - L L Lyt
in order to ensure nearly quantitative photoactivation. The 10 20 - 30 40 50 60 (18hr)

absorbance at 351 nm was measured using cold material and calculation TIME /rmins (hrs)

gave a value of 4 x 10°* for the fraction of Tight absorbed in an Fig B2.4 Stability of caged dideoxyadenosine triphosphate in the presence
experiment using 10 yCi of a-22P caged-ddATP. -

of Py 3T3 cells.

Stability of caged compounds in cells

. 106 cells in 5 ml phosphate buffered saline were incubated for the times shown
Py 373 cells have been incubated with caged o-3*P ddATP. The in the Fig. GSamples were frozen and stored until analysed by HPLC. Elutien
incubation medium was analysed over a period of time for caged and with 25% MeOH: 10 mif phosphate pH 5.5 using a C-18 column alloved caged and
uncaged materialg to be measured quantitatively by integration of A,,,. 83%

of 3ip-labelled material was caged at time zero,
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Validation of technique

Since writing the last report unequivocal results achieved in a
crucial experiment finally confirmed that the technique was fully
applicable to DNA repair studies in mammalian cells. This had been
anticipated by results of previous experiments which had showed this
by less direct means.

Py 3T3 transformed fibroblasts were loaded with caged *2P-ddATP after
permeabilising the cells with hypotonic solution. Cells were damaged
by 248 nm UV 1irradiation before permeabilisation and loading with
caged reagent. Fig B2.5 shows the results obtained when cells loaded
with radiclabelled reagent were subjected to 248 nm and/or 351 nm
irradiation. This result was obtained with reagent that was only 75%
caged. Uptake of 22P unirradiated permeabilised cells would be due
to incorporation of the contaminating uncaged reagent by DNA
replication synthesis. Uptake of the free agent was increased by
about 40% in cells which had been damaged by 248 nm UV. When caged
reagent was photoactivated by 351 nm irradiation, uptake due to DNA
replication synthesis reached saturatfon level. This was 50% higher
than the uptake in cells in which the 'caged' reagent was not
photoactivated.

When repair synthesis was promoted by 248 pm UV irradiation and
optimun uptake of 22P-ddATP allowed by photoactivation of the caged
compound by 351 nm drradiation, the 32P incorporation Increased
four-fold over that of undamaged cells in which the caged reagent was
not activated and three-fold over that of damaged cells with
unactivated caged reagent. Since ca. 80% of caged compound was
predicted (see above) to be released by the 1 Joule of 351 nm that
was applied the three-fold enhancement of uptake approximately
corresponds to the proporticnal increase of *2P-ddATP made available
by photoactivation.

The increase in uptake by DNA replication synthesis in undamaged
cells with maximally activated reagent present, over undamaged cells
with unactivated agent present, is not as proportionately great as
the additional 22P-ddATP made available for Iincorporation of
photoactivation. It would seem, therefore, that uptake due to DNA

®
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Fig B2.5 Incorporation of 351 nm—photoreleased a32P'di&éoxyadenosine
triphosphate into 248 nm-damaged DNA of mammalian cells. 10% cells in 3.5 em
dia. petri dishes were irradiated with 40 J M-3 248 nm light. Cells were
permeabilised, caged a-33P-ddATP was added (0.4 pCi per dish} and the cells
were irradiated with 1KJ/m-3 351 nm radiation., After 15 min 1 ml TCA (10%)
was added, the cells were removed from the dishes and collected on glass fibre
filters. After thorough washing with TCA and ethanol, the filters were dried

and scintillation counting was used to determine 22P retained on the filters.
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replication synthesis is saturated by added concentration of caged
32p-ddATP (68 fmoles). However, when breaks are induced by 40 Jm-2
of 248 nm UV, the proportional increase in uptake approximately
matches that of the reagent made available for fincorporation by
phatoactivation. This suggests that at this level of damage,
saturation of breaks present is not achieved by a concentration of
ca. 58 fmole of 22P-ddATP.

In an experiment performed on Py 3T3 cells in which DNA replication
synthesis was arrested due to confluence of the cells a ten—-fold
enhancement of 32P-ddATP uptake was seen consequent upon 248 nm
irradiation. This 9Indicates that when 100% caged material is
photoactivated in cells in which DNA replication synthesis fs
minimal, at least a ten—-fold enhancement of uptake should be observed
upon stimulation of repair synthesis. An enhancement of at least
ten-fold incorporation produced by stimulation of DNA repair
synthesis will allow good resolution in kinetic studies.

Introduction of caged reagent into cells by permeabilisation

During our most recent session at RAL, aspects of our preliminary
experiments which do not strictly conform to the procedures described
in the general scheme (Fig B2.2) were examined. The results
confirmed that practical concessions which were made in preliminary
experiments, will not Influence measurements obtained when the
procedure is followed precisely.

It is required to make cells permeable to the caged dideoxynucleotide
molecule since normally such a molecule cannot cross the cell
membrane because of its negative charge.

Cells were permeabilised before and after damage so that the caged
trapping reagent was present or absent during 248 nm damage.
Incorporation did not differ in cells where the caged reagent was
present during 248 nm damage from that in cells where it was absent
during damage. The fact, therefore, that our results were obtained
using the variation of 248 nm damage before addition of caged
reaction in the preliminary experiments, does not influence our
conclusion that, if the caged reagent is present during damage, as in
Fig B2.2, it will yield appropriate results.
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-transformed fibroblasts

Up till now we have used hypotonic buffer to permeabilise cells to
introduce the caged molecule, but when apparatus is built we intend
to use electropermeabilisation. The time course of this Is much more
advantageous to our break trapping technique since permeabilisation
may be achieved in milliseconds and resealing of cells is effective.
A recent pulication describes electropermeabilisation as more
consistently effective with different cell types (Ref B2.1). 1In our
experiments hypotonic permeabilisation was very effecive on Py 3T3
and HL60 Tleukaemia cells. It fully
permeabilised these cells 1in less than ten minutes. However,
hypotonic permeabilisation was less effective in. AAS and 23T3
non-transformed fibroblasts, a significant proportion of the cells
reraining unpermeabiiised after 20 minutes in the buffer. Resealing
by addition of isotenic solution is not optimal in any cell type.

Although permeabilisation of AA8 cells was not as good as in Py 373
cells, results which were qualitatively similar to those obtained
with Py 3T3 cells, were achieved when the main features of the break
trapping method were tested on AAS cells.

Saturation of DNA breaks by photo-activated caged dideoxynucleotide

Experiments on which different concentrations of caged reagent were
added to the cells in permeabilisation solution produced results
which gave a positive Tinear relation of uptake 2P with. increasing
concentrations of caged reagent. However, since a plateau was not
reached a saturating concentration in terms of break trapping appears
not to occur in this concentration range when using hypotenic buffer
permeabilisation. The saturating concentration of break trapping
reagent will depend upon the diffusiona1 access of the reagent to the
cell DMA. This will have to be assessed for any permeabilisation
method used.

The experiment was mimicked by adding one concentration of caged
32p—ddATP to the cells 1in permeabilisation buffer, then applying
different doses of 351 nm UV to release the ?22P-ddATP for
incorporation into DNA. Since the photoactivation of the caged
molecule is a first order process the pruoportion of agent released



for incorporation is directly related to the dose of 351 nm UV when

appiied at levels well below that for optimum photoactivation. As

the dose of 351 nm UV was increased, the incorporation of 22p
increased, but a saturation plateau was not reached by this method
efther.

B2.2  INVESTIGATION OF FAST ABSORBANCE CHANGES IN PHOTOSYSTEM I

E H Evans, R Sparrow, L Tramontini and R G Brown ({Lancashire
Polytechnic, Preston, Lancs).

M J C Smith and W T Toner (RAL).
Introduction

Recently, attempts have been made to probe the energy transfer of
Chlcrophylla hound to Photosystem I {PSI) and to discriminate between
absorbance changes due to chlorophyll in an excited state and those
due to reversible oxidation of the reaction centre chlorophyll, P700.
(Refs B2.2, B2.3). In the last Annual Report {Ref B2.4) we reported
the development of a flash spectrometer which enabled us to measure a
fast absorbance change at 705 nm in PSI preparations excited by a §
ps laser pulse. The experiment was performed by using the pump-probe
technique exciting the sample with the pump at 585 nm, and splitting
the beam to provide a probe at 705nm by Raman shifting that part of
the beam through ethanol. This technique 1imited our capacity to
analyse the data by restricting the wavelength of the probe, so we
have now eiiminated the Raman Shifter and replaced it with a cell
containing water, enabling the generation of a continuum which s
subsequently monochromated by using interference f1ilters.

Results and Conclusions

A1l experiments were performed using a PS1 preparation from the
cyanobacterium Chlorogioea fritschii as previously described (Ref
82.4). Figure B2.6 shows the wavelength dependency of the transient
absorbance change measured B * 3 ps. after excitation, between 680
nm and 720 nm, measuring at 10 nm intervals and at 705 nm. It is
clear that there are two maxima, at 690 nm and at 705 nm.

Figure B2.7 shows the time course of the absorption transients
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measured at 680 nm and 705 nm. The transient at 705 nm is similar te
our earlier report, rising within 20 ps and decaying to 50% of the
original extent at ~ 40 ps. The absorption change at 680 nm,
however, rises extremely quickly, over a timescale that we we have,
as yet, been unable to resolve. This absorbance change at 680 nm is
reversible within the timescale of the rise of the 705 nm transient.
We have performed some preliminary measurements on the pump intensity
dependence of these transients which suggests that the 705 mm
transient saturates at lower intensity than that at 680 nm. These
results would be consistent with the absorbance change at 680 nm
arising from excitation of accessory chlorophylls which,
subsequently, transfer energy to P700, to which we attribute the
absorbance change at 705 nm. A similar interpretation has been made
by Gioargi et al (Ref B2.3) of their data. Support for the assignment
of a rapid (approx. 15 ps) energy transfer time between Ch1* and P700
is galned by our measurement of the chlorophyll fluorescence decay
time of these PS5l preperations, which, when fitted by these
exponential components, has a fast decay component 1, = 16-33 ps (Ref
B2.5).

We are continuing with our investigations of the pump dependency of
the absorption changes over the wavelength range 680-720 nm. Some
early data suggested that an additional component appeared at 700 nm
at high pump intensities, and the interpretation above may be very
oversimplistic.

B2.3 A PRELIMINARY INVESTIGATION GOF POSSIBLE OPHTHALMOLDGICAL USES
OF AN EXCIMER LASER

M N R Ashfold, § J Moss and 0 E A Hoare Nairne (University of
Bristol)

Introduction

There 1s much current interest in the possible use of excimer lasers
as a means of cutting and shaping corneal tissue [Refs B2.6, B2.7 and
B2.8]. A number of recent studies have demonstrated the particular
potential of the ArF laser output (A = 193 nm) for this kind of
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refractive modificatfon. Photoablation appears to be the dominant
tissue remaval mechanism at this short excitation wavelength;
investigations to date suggest that the effect is localised almost
exclusively within the irradiated region, with very little thermal
damage to adjacent structures. Hence the possible appeal +to
ophthalmologists.

Materials and Methods

The objective of these preliminary experiments (carrfed out during
part of one Division Heads Week in July 1986} was to acquire some
first hand knowledge of the process of corneal photoablation and any
attendant difficulties. All experiments were conducted using fresh
bovine cadaver eyes, and an EMG 150 laser (amplifier only, not 1ine
narrowed} operating on the ArF transition at a repetition rate of
5Hz. With a fresh gas fi111 this provided pulse energles <60 mJ. The
output was arranged to be dincident on the cornea after passage
through either (1) a 8 mm x 1 mm vertical slot, (1) an adjustable
iris diaphragm or (iii) a cylindrical lens. The laser output was
attenuated for the latter studies, in which the eye was positioned
such that its front surface was at the laser focus {at which point
the beam had imaged to a rectilinear stripe ~15 mm x 1 mm. For each
experimental arrangement the parameters investigated were (i) the
number of laser pulses and (ii) the effect of pulse energy. A total
of 150 series of exposures were made on 30 eyes.

Immediately after irradiation the corneal tissue was removed
surgically and fixed in 2.5% glutaraldehyde. The specimens were then
transported to the Bristol Eye Hospital for subsequent investigation
by scanning electron microscopy (SEM). Further samples were placed
in formalin for subsequent evaluation by light microscopy.

Results

Quantitative measurements were hindered by the large shot to shot
variation In energy and beam quality of the laser output.
Nevertheless the results of these preliminary studies provide support

for previous finding (Ref B2.6) that:

(1) there is a threshold energy below which no detectable
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Fig B2.8™ ~Bovine cornea viewed from épithelial surface after 3% minutes
exposure to unfocussed 193 nm radiation (5 Hz repetition
frequency) using a progressively reducing iris diaphragm in the

delivery system.



photoablation occurs. Without any means of varying the laser

pulse duration it was not possible to establish whether laser .

flaence (J cm-2} or intensfty (W cm-2) was more important in
controlling this threshold.

(it) above this threshold the depth of tissue removed scaled with
the pulse energy and with the number of laser shots, and

(ii1) with the slot mask and with the focussed beam the cut was
always 'V shaped', i.e., deeper at the centre of the cornea
{where the beam was perpendicular te the corneal plane) than
at the periphery. The edges of the incision were clean and
smooth but SEM showed the surrounding surface to be really
quite irregular, presumably owing to the presence of
particulate matter interfering with the beam. Diffraction
effects were clearly evident with the mask experiments and a
lesson from these studies 1s that, if a mask must be used, 1t
should be placed as close as possible to the sample.

. Endothelial damage was evident when the photoablation depth
approached Descemet's membrane.

Conclusions

193 nm radiation does photoablate corneal tissue, but its utilisation
in surgical procedures will require a lot more research, especiaily
with regard to an efficient and versatile design for the optical
delivery system. DNA damage and potential nutagenesis are real
worries when using such short wavelengths, and further study of the
effects of uv radfation on corneal epithelium, stromal keratocytes
and the endothelium will be needed if the excimer laser is to featura
as a standard ophthalmelogical tool.

B2.4 PROTEIN FLUDRESCENCE LIFETIME MEASUREMENTS USING THE STREAK
CAMERA-(MA SYSTEM IN SYNCHROSCAN MODE

K J Willis and D Phillips (The Royal Institution, London)
P Bayley (National Institute for Medical Research, London)

1. Configuration

A schematic diagram of the apparatus 1s given in Figure B2.9. The
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laser pulse train had a repetition frequency af 800 KHz with a pulse
width of 10-15 ps tuned to 600 nm. This was frequency doubled to 300
nm and the UV or visible beams were selected by a pellin-broca prism
and passed inta the sample via an optical delay. Part of the
selected beam bypassed the delay to provide a 'time marker'.

The streak camera was operated on the 'focus' setting {ie no DC plate
deflection} with the intensifier and fibre optic coupler removed.
The streak image was monitored using an optical multichannel analyser
(OMA). Part of the 530 nm second harmonic beam from the Nd:YAG
sampled by a vacuum photodiode served as a reference signal (100 -
150 mV) for the synchroscan RT amp, the output from which (82 MHz,
4W) was applied to the streak plates via an LCR circuit.

2. Performance

With the synchroscan off, the narrowest practicable slit gave an
image with a FWHM of 9 channels (scattered laser pulse, €00 nm, 10
ps). This increased to 13 channels when the synchroscan Rf was
appled (Rf power at the maximum 4W 1imited by breakdown in the tube).
This corresponds to a time resolution of ~ 60ps, FWHM at 4.6 ps/ch
(see later), The broadening due to synchroscan, presumably mainly
electronics jitter is therefeore n (13 —92)1/2x 4.6 = 43 ps FWHM and
is similar to that observed by others for operation of the camera in
multiple shot mode {trigger Jjitter). However, 1f the optical or
electronic delay is altered so that the laser pulse does not arrive
at the mid-point of the voltage ramp the time resalution decreases ie
the FWHM of the image increases. Since the voltage ramp is linear
across the time window observable on the OMA (see below) the
resolution loss 1is presumably due to deficiencies in the streak
tube/detector coupling optics.

The instrument was calibrated by means of a variable optical delay.
The controller was set te record a large number of scans and the
optical delay was adjusted in known steps to move the position of the
scattered laser pulse image across the screen, resulting in a comb
1ike display (Fig B2.10).

The increase in optical path length (30 em in air = 2.001 ns) was
then plotted against the position of the laser pulse image (in
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Fig B2.10

channels). A typical result at two synchroscan Rf powers is shown in
Figure B2.11. At the maximum Rf power (4W) the linearity is good,
corresponding typically to 4.6 ps/ch. This method of stepping
(manually) an optical delay was slow but more effective than other
time calibration methods attempted which were based an
interferometers and etalons. It was found that there was a drift in
the synchroscan ie the laser pulse image moved siowly across the
screen in one direction at a rate of ~ 1.3 channeis per minute. This
is a serious problem as 1t increases the time resolution and distorts
the profile when long data collection times are required. The origin
of this asynchrany between the laser pulse and voltage sweep was not
established. The variations in the sensitivity of the detection
system across the streak image was determined by allowing room T1ght
to enter the camera with the synchroscan on. This resulted in a
reasonably flat trace and subsequent decays were divided by this
profile. Clearly it would be desirable to develop an intensity
calibrator at the sample emission wavelength.
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3. Time Window

The B2 MHz sinusoidal voltage applied to the streak tube deflection
plates 1imits the time window and produces fold back problems.

If the excitation pulse 1s timed to arrive at the start of the time
window (fe the start of the approximately 1linear portion of the
sinusofdal deflection volitage channel 1) any fluorescence intensity
which has not decayed after ~ 6.1 ns will be folded back onta the
initfal decay profile by the reverse sweep, distorting the decay
profite. A compound with a fluorescence T1ifetime of 1.3 ns decays to
1% of 1ts initfal intensity in 6.1 ns. Most protein samples have
fluorescence lifetime components = 1.3 ns).

4. Detection Sensitivity

Without a monochraomator, filters or polarisers between the sample and
detector the fluorescence of the scintillant PPQ (in cyclohexane, ex
300 nm, optical density 0.1, gquantum yield ~ 0.9) couid be recorded
with difficuity . With the protein lysozyme at 0.1 mg/ml it was
virtually impossible.

A suitable image intensifier was not available for the streak camera

at the time this work was done.

UV-RESONANCE RAMAN SPECTROSCOPY OF GLYCERALDEHYDE-3-PHOSPHATE
USING A DIODE ARRAY DETECTOR

B2.5

R A Chittock and C W Wharton, Department of Biochemistry, University
of Birmingham,
R E Hester, Department of Chemistry, University of York

Introduction

We have been studying the reaction mechanism of the enzyme
glyceraldehyde-3-phosphate dehydrogenase (GAPDH), which catalyses the



conversion of glyceraldehyde-3-phosphate (GAP) to ‘ ' O Glyceraidehydé—3-
1,3-diphosphoglycerate (DPG) in three stages. First the thiol group phospha#e

at the enzyme active site attacks the 2-carbon of GAP to form a : ” .
hemi-thio acetal. This is oxidized in the second stage to a

thioester with corresponding reduction from NAD to NADH. In the E S C R
third stage, a nucleophile, such as phosphate attacks this thiocester I -R
te liberate DPG and regenerate the active site thiel. If the

reaction is performed at pH 6.0 in the absence of nucleophiles the HG—) H E

reaction will stop after a single turnover, with the enzyme active ®
site acylated by a thicester bond (Ref B2.9). STEP ONE

- CHOH-CHO®
GAPDH
Phosphate.

Model compounds of thioesters have an absorbance maximum in the
region of 235nm. This work aims to obtain a rescnance enhanced Raman
signal from this thioester bend. From this deductions can be nade

O Hemi-Thic-Acetal
regarding the thermodynamics of the reaction mechanism, in particular E S IC R

the degree of hydrogen bond interaction of the ester bond carbonyl

oxygen with the enzyme. Such an interaction, enhanced in the

transition state, is proposed to represent an important aspect of NAD®
rate enhancement by the enzyme.

We have used several Taser systems during the past year at the LSF. STEP TWO NADH +H*
Most work has been performed using the Lambda Physik EMG 150 excimer
laser with a KrF gas 111 to produce 1ine-narrowed 248nm laser 1ight.
We have also used frequency doubled and frequency mixed dye lasers in
an attempt to excite nearer to the thioester peak absorbance.

Thioester

R

Line-Narrowed Excimer Laser . E S

Fig B2.14a shows a rescnance Raman spectrum obtained from acy}! GAPDH. STEP THREE
This was formed by mixing enzyme + NAD with GAP in a continuous flow ®-UH
apparatus a few seconds before presentation to the laser., This

- 0

1,3-Diphosphoglycerate

apparatus was identical to that used to obfain a resonance Raman H H@
spectrum of acyl papain (Ref B2.10). The spectrum was recorded using =)
the Spex Triple Mate spectrophotometer equipped with the optical E"—'S —"'R

simultaneous multichannal analysis (0SMA} diode array detector. A1l
spectra shown are the smosthed sum of six 200 second accumulations.

—

The acyl GAPDH spectrum peaks at 1336cm-! and 1484cm-*! arise from the O®
adenine ring of NAD, which has a strong absorbance peak centred at Fig B2.13 Simplified reaction mechanism of GAPDH. At pH6.0 in the absence
of phosphate the reaction stops at the thiocester stage, Since
thiol esters absorb around 235 nm, and acyl enzyme band can be
seen in the resonance Raman spectrum from 248 nm wavelength
161 light,
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Fig B2.14 Resonance Raman spectrum of GAPDH (4mg/ml) + NAD (350 uym) at

pH6.0, (a}) with substrate, (b) without substrate. Bands at
1336 cm~! and 1491 em-! arise from NAD. Band at 1635 cm-1

arises from the amide I band. Extra peak in (a) at 1590 cm*!
ariges from the thioester band. Fach spectrum is. the total of 6
runs consisting of 5 sequential scans comprising 25 exposures of

the diode array.
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260nm. The peak at 1635cm-! is the protein amide 1 band. The peak
at 1590cm-! does not appear in the spectrum of GAPDH + NAD in the
absence of GAP (Fig B2.14b). This could arise from the acyl enzyme
or the NADH formed in the single turnover of the reaction. The
resonance Raman spectrum of NADH (Fig B2.15a) does have a feature at
1583cm-! which might account for this extra peak. However this
feature 1s also present in the resonance Raman spectrum of NAD (Fig
B2.15b), present in excess in both énzyme preparations, and can be
seen as a weak feature amidst the amide I band in the 'enzyme without
substrate' spectrum. For these reasons we believe that the band at
1590 cm-?! arises from the thioester bond of the acyl enzyme. We hope
to be able to confirm this with future experiments in the coming
year.

We have previously located the acyl enzyme peak at 1633cm-?!, but this
experiment was performed prior to the realignment of the Triple Mate
and made use of the old OMA diode array detector so was consequently
of inferior quality. We have found the appearance of a new peak at
1590cm-t to be repeatable and so believe it to be the true result.

Resonance Raman spectra of model thioesters in free solution show a
peak in the resonance Raman spectrum in the region of 1670¢m-!. Our
observation of the acyl enzyme thicester at 1590cm-?! indicates an
extremely Targe stabilization of the acyl enzyme intermediate, much
greater than that observed in the thiol protease papain (Ref B2.10).
This can be explained by the specific nature of GAPDH, which acts on
a single set of substrates and can thus interact strongly and
specifically with them te give maximum catalytic action. Papain
works on a wide range of protein molecules, so its active site
substrate Interactions are weaker in order to accommodate a wider
range of substrates.

GAPDH can be prepared with or without NAD bound. We have performed
experiments to compare the resonance Raman spectra of the two forms
using the EMG 150. We hope to be able to improve the quality of
these spectra by using 260nm wavelength Tight from a freguency
doubled excimer-pumped dye laser to excite nearer the peak absorbance
of NAD.

Dye Lasers

We have made two attempts to obtain data using an exciting wavelength
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Fig BZ.15 Resonance Raman spectra of (a) 350 pM NADH and (b) 350 pM NAD.
Each spectrum is the total of 6 runs conaisting of 5 sequential

scans comprising 25 exposures of the dicde array.
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nearer the absorbance maximum of the thioester absorbance band.

The first system wused was the JK/ Spectra Physics Wavelength
Extender, which mixed the near IR fundamental from a Nd-YAG laser
with the UV output from a frequency doubled YAG-pumped dye laser to
generate 1ight at 235 nm. Despite sterling efforts by the LSF staff
this system would not provide more than 0.1mJ/pulse at this
wavelength, insufficient for even an ethanol spectrum to be

observed.

The second system tried was the HX460/ FL3002 excimer—pumped dye
laser with a urea frequency doubling crystal, to produce 1ight at
239nm. It was found that at the dye laser energfes required to
obtain useful energy at 239 nm the urea crystal sustained damage, and
so was unsuited for this work.

At present we have yet to obtain a protein spectrum using Tight of a
wavelength less than 248nm.

We have also used the excimer pumped dye laser to obtain resonance
Raman spectra of NAD,NADH and ADP. This work has confirmed that the
three main features of the NAD(HM) spectrum arise from the adenine
part of the molecule, since they are also present in ADP. We hope to
be able to repeat this work using 260 nm wavelength 1ight, which will
give better resonance enhancement.

Conclusiaons

In summary it is clear from the foregeing that reasonable progress
has been made during the past year.. An fmportant factor is the very
significant 1improvements that have been achieved recently in all
aspects of the performance of the Raman apparatus. We look forward
to relatively routine acquisition of high quality resonance Raman
spectra of the demanding systems we have chosen te study.
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B3.1 LASER FREQUENCY UP~CONVERSION IN INVERTED HIGHLY VIBRATIONALLY
EXCITED MOLECULAR SYSTEMS

H F J Cormican, D J Denvir, I Duncan, I T F Gillan, M J McAllister,
W D McGrath and T Morrow (Queens University, Belfast)

Our earlier work which finvestigated the 193 nm Taser
photodissociation dynamics of NOC1 and the subseguent redistribution
of the nascent NO.X2r vibrational population was discussed in
previous annual reports {Ref B3.1, B3.2). The latter demonstrated,
that with a typical ArF laser output pulse energy of ~ 100 md,
vibrational inversion number densities in the higher vibrational
levels v'' = 8-12 (with respect to v'' = 0,1) of up to 8 x 10*
molecules cm=? in a volume of 0.07 cm?® can be maintained for times >
20 ns after the photodissociation pulse. In order to obtain the
maximum population inversion per rotational level the NOC1 must be
photodissociated in the presence of excess inert gas (v 60:1) which
rapidly (¢ 5 ns) thermalises the mixture rotationally and
translationally to ~ 700 K. Under such thermalised conditiens the
maximum population inversion density per rotational level wiil be
% 2 x 10%5 molecules cm™? in a 0.07 cm® volume.

The objective of this programme fs to assess the potential of such
inversions for generation of tunable VUV laser outputs either by
direct optical pumping (on resonance) to higher excited (D,E ete)
electranic states or via the stimulated anti-Stokes Raman process.
Experiments carried out durfng the year investigated:-

(a) the general experimental conditions required to achieve
cbservable optical gain on elect.-vib.-rot. transitions in NO
and the influence of gas pressure (N0 and inert gas) on such
gains, and

(b} the laser potential of higher {D,E) electronic states of NO.
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B3.1.1 Influence of Pressure on NO y-System Laser

The optically pumped NO y-system laser, shown schematically in Figure
B3.1, provided a convenient model for investigating the general
experimental conditions required to achieve observable optical gain
on elect.—vib.-rot. transitions in N0 and the influence of gas
pressure (including collisional rotational redistribution processes)
on such gains.

B3.1.2 Experimental

The computer controlled diagnostic system described previously (Ref
B3.1, B3.2) was further deveioped (Figure B3.2) to enable direct
recording of accurate high resolution absorption spectra. The ~ 226
nm dye laser energies incident on and transmitted through a static
Fi11 gas cell were monitored by two pyroelectric detectors the
outputs of which were fed, via a dual channel A/D converter, to the
Apple microcomputer which integrated the areas under the pyroelectric
signals. The microcomputer software provided for signal averaging
over a number of dye laser pulses {generally 10) and also cantrolled
the tuning steps and firing of the excimer/dye laser. After
recording these pyroelectric detector signals as a function of
incident dye laser wavelength over the required wavelength range (a
maximum of 512 tuning steps of the dye laser) the computer software
converted the two sets of data (le, I, and 1.} nto an absolute
absorption spectrum. 1In order to provide high resolution absorption
spectra the FL2002E excimer pumped dye laser was 1ine-narrowed to
Av % 0.04 cm-! {at the fundamental wavelength of ~ 452 nm) using an
intra-cavity etalon. The optically pumped NO y-system laser outputs
at 237 and 248 nm were recorded in a similar manner as shown in
Figure B3.2.

B3.1.3 Results and Discussion

The integrated absorption cross—-section of a single elect.-vib.-rot,
1ine is related to the Einstein A coefficient by the expression (1)
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where the integrated cross-section 1s in cm molecule-® when du{cm-1),

cl{cm sec™*) and A, (cm).

The number of molecules N, in the rotational level J of the X2m
ground state 1s given by the Boltzmann expression (2)
d _ (29"+]1) exp-(hcE(J)/kt)

v i) (2)

where { is the rotational partition function.

Since the Einstein A coefficients, Honl-London factors SJ.J“ and
molecular constants are well known for the X and A states of NO the
integrated absorption cross-sections for single elect.-vib.-rot.
transitions can be accurately calcuiated.

Using low incident (226 nm) dye laser energy densities of < 1lpJ/mm?
the absorption spectra of several No y(0,0) rotaticnal lines were
recorded for NO pressures in the range 4-15 torr and for cell lengths
of 1.2 cm and 4.4 cm. The experimentally determined integrated
absorption cross-sections were all within * 20% of the values
calculated from expressions (1) and (2). On addition of 760 Torr of
helium the NO Doppler linewidths (Av ~ 0.1 cm-!) were pressure
broadened to 0.45 * 0.03 cm-* leading to a corresponding factor of
% x 4 reduction in optical gains attainable.

The general conditions necessary to obtain observable optical gain on
elect.-vib.-rot. transitions in NO, where only one rotational level
js initially populated by a high power narrow band-width dye laser,
were obtained by investigating in detail the operational
characteristics of the optically pumped NO y-system laser. The
latter were obtained by optically pumping (see Figure B3.1) specific
rotational lines in the No 7(0,0) transition at ~ 226 nm, using a
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narrow bandwidth dye laser, resulting in strong optical gain on
corresponding rotational 1ines of the ¥(0,1), (0,2}, (0,3} and (0,4)
transitions at 237, 248, 259 and 272 nm respectively. Optical gain
had been chserved previously on only two of these transitions viz
.r(0,1) and (0,2) (Ref B3.3). Since the net absorption from the pump
dye laser beam (and hence “the inversion density created) and the
optical gains on these down-converted laser transitions could be
directly measured, this y-system laser provided a convenient model
for elucidation of the essential conditions necessary for observation
of optical gain on up-converted systems. The influence of the cavity
configuration, NO pressure and added buffer gas pressure on the
down-converted laser outputs were investigated in detail. The main
conclusions of this investigation were as follows:-

(i) In the pure N0 system, easily observable optical gains on the
v-system lasers were obtained, using a basic cavity consisting of twe
aligned uncoated flats, for calculated singie pass gains 6 2 exp 5.
Such gains on the stronger (o, ~ 10-!5 cm? molecule-!) rotational
lines of the y(0,1) band at 237 nm were obtained, for an optical path
length of 4.4 ecm, at inversion densities per rotational Tlevel
2 1.4 x 10*% molecules cm-3.

{i1) The experimental configuration of Figure B3.2, which provides
simultaneous measurements of the ~ 226 nm dye laser energy absorbed
into v(0,1) and the laser output energy, was used to investigate the
effect on laser gain of rotational redistribution at high gas (NO and
inert gas) pressures. The % absorptions and ~ 237 nm NO y-system
laser output energles obtained as a function of N0 pressure are shown
in Figures B3.3 and B3.4 respectively for a 226 nm pump laser energy
of 80 wl). The effects of added helium pressure, at a fixed NO
pressure of 10 Torr, on the % absorption and 237 nm y-system laser
output were also investigated. With increasing added helfum pressure
the % absorption increased to ~ 80%, for 135 Torr helium, whilst the
237 nm laser output showed a gradual decrease to Tasing threshold at
% 135 Torr helium.

The absorption (bleaching) process was modelled theoretically using
an iterative computer programme based on the simple scheme summarised
in Figure B3.5. The stimulated emission cross-section o at the ~ 226
nm pump wavelength was estimated from expression 3 using the
appropriate Honl-London factor SJ.J" and other stimulated processes
(i.e., y-system
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lasers) were assumed to have a negligibly small effect on the
rotational populations during the pump laser pulse duration

. Aoz GI S!l!ll
o,lgainidv = g Ajvn G- 3IT4T (3)

The rates of repopuiation of the lower rotational Tlevel and
depopulation of the upper rotational level by collisional
redistribution were estimated from the work of Sudbd and Loy (Ref
B3.4) and Ebata et al {Ref B3.5).

The % absorptions predicted including (Curve A) and neglecting (Curve
B) collisional redistribution of the rotational populations are alse
shown in Figure B3.3. The experimentally measured % absorptions show
a marked deviaticn from the behaviour predicted using the model of
Figure B3.5. The influence of rotational relaxation 1s in fact
negligibly small in comparison to the major deviation of the
experimental results from predicted behavicur. The anamalously high
% transmissions of N0 mixtures at high incident 226 nm power
densities was a general phenomenon observed throughout this work and
can be attributed to power broadening of the stimulated emission
1ine width of the pumped rotational line due to the high power
density of the ~ 226 nm pump laser at the entrance end of the
absorption cell. The latter process leads to progressive transfer of
part (v 20%) of the incident narrow bandwidth (Av < 0.04 cm-?) pump
radiation into broader (Av > 0.1 em-!) bandwidth super-radiant laser
which propagates through the cell co-linear with the narrow bandwidth
pump laser. The reduced power densities incident further into the
cell produces less power broadening of the pumped 1ine and therefore
only the centre frequencies (Av = 0.1 cm™*) of the super-fluorescent
laser are re-absorbed. The siow increase in % absorption with NO
pressure above 10 Torr is due to progressive suppression of the
super—-fluorescent broad band laser gain by Increased absorption of an
increased length of pressure broadened NO absorption. Although
pressure broadening, which reduces the peak gain of the y-system
laser (by a factor of 1.4 for 100 Torr pure NO system and by a factor
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of 1.2 for the 10 Torr N0O:100 Torr He mixture), makes a minor
contribution to reduction in ~ 237 nm laser output the dominant
effect which terminates the -laser action is the reduced 1ifetime of
the upper lasing level at high pressures. Estimation of the upper
level 1ifetime T from expression (4)

/T = 1/7, + kgINOT + Zk [QD ... (4)

Where T, is the radfative tTifetime (~ 200 ns), ke the rate constant
(Ref B3.6) for electronic self-quenching (1.88 .x 10-1% cp?
melecules-? sec-!) and k_ the rate constant (Ref B3.4 and B3.5) for
rotational relaxation (kq(He) = k. (NO) = 1.8 + 0.5 % 10-1° ¢cp?
molecules-® sec-?), indicates that laser actfon terminates for T ¢ 1
nsec.

B3.1.4 Laser Potential of the higher (D,E) excited states of ND

Direct optical pumping with a narrow bandwidth dye laser, at ~ 226
nm, of specific single rotational lines in the 7(0,0) system of ND is
discussed in (a) above. For an incident dye laser pulse energy of
80 wJ this technique can provide, over a gain length of 4 cms, known
high inversion densitfes (v 102" nmolecules cm-?) in selected
rotational Tevels of the ND (A.2Z, v'=0) state, inverted with respect
to corresponding rotational levels in the NO (X.2m, v=1,2,3 etc.,)
states. 3Such highly inverted single rotational levels, combined with
the parrow 1inewidths and inherently simple kinetics of the low
pressure pure NO system, provide convenient inverted intermediate
states for initlal investigation of laser frequency up-conversion
schemes.

An experiment using direct optical pumping, with a second high power
dye laser at ~ 600 nnm, from such highly inverted A state rotatfonal
Tevels to the higher excited E electronic state was carried out in
order to assess the VYUV laser potential of the E -+ X transition.
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Laser potential of the higher excited (D,E} states of NO has been
discussed previously by several workers (Ref B3.7).

B3.1.,5 Experimental

The unigue feature of the experimental set-up was the provision of
two synchronised tunable narrow bandwidth dye laser outputs (i.e., »
226 and ~ 600 nm). This was achieved by sequentially pumping two
FL3002 dye lasers using the same high power (Model Hx460) Lumonics
excimer laser. The pump configuration used is shown in Figure B3.6.
Rearrangement of the excimer pump steering optics of the first dye
laser allowed the ascillator and pre-amplifier to be pumped by ~ 20%
of the excimer laser output {~ 150-200 mJd) and provided an output, at
"~ 600 nm, of ~ 200 wd (without intra-cavity etalon) and ~ 100 pJ
(with intra-cavity etalon).

The remaining ~ B0% of the excimer beam, transmitted by the first dye
laser, pumped the second dye laser in its normal configuration. The
second harmonic of the 1ine-narrowed output {(i.e., with intracavity
etalon) from this Taser provided »~ 100 pd at ~ 266 nm. The dye
lasers were synchronised in the cell interaction regfon by adjusting
the lengths of the beam paths. .

The spectral diagnostics used are shown in Figure B3.7. The two
counter propagating laser beams were overlapped within the gas flow
cell close to and parallel with the entrance s11t of the spectrometer
(Bausch and Lomb). The latter was flushed with helium and fitted
with a sodium salicyiate scintillator plate in order to extend the
spectral response down to "~ 160 nm. The resulting fluorescence
spectra were Tmaged onto the intensified diode-array (OMA) system and
laser induced fluorescence excitation spectra were recorded under
computer control as described in detail previously (Ref B3.1,B3.2).

B3.1.6 Results and Discussion

Detailed IJnvestigation of the emfssion spectra, obtained on
sequential two-photon (E+A«X) pumping of specific rotational levels
in the E state over a range of experimental conditions, showed only
the presence of strong D -+ X emission (along with the expected
7-emissions). No spectral features unambiguously assignable to £ =+ X
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Fig B3.7 Experimental layout for VYUV lagser induced fluorescence.
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emission were observed during this work, indicating 2 large E = D
branching ratio and a small E + X branching ratio.

Attempts were made to confirm the latter conclusion by pumping on
resonance with the RII line of the Efv=l, J=5/2) « A (v=0, J=3/2)
transition. For the latter £ state strongly peaked Franck-Candon
factors result in the dominance of E(v=1) - A(v=1} = X and
E(v=1) - D(v=1) =A{v=1) -+ X cascade emissions which are easily
resolved from the A(v=0) -+ X emissions in the same spectral region.
The fluorescence spectra were recorded at low NO pressures (n0.1
Torr) in order to avoid self—gquenching but relatively high pump power
densities (50 wJ at 226 nm and 50 wJ at 526 nm, both focussed within
the gas cell by a 1 m lens) were requied ta compensate for the weak
absorption on the 526 nm transition. The {integrated emission
intensities in the different emission systems, after correction for
detector response, yijelded branching ratios for ED:EA:EX: ef
0.75:0.20:¢0.05 (the latter being determined by 1limits of
detectability). In hindsight (see discussion below) it weuld seem
1ikely that the latter branching ratios for E-D and E+A emissions may
have been strongly enhanced by amplified spontaneous emission under
our high power excitation conditions.

Laser induced fluorescence (D+X) excitation spectra (shown in Figure
B3.8 and B83.9), recorded on scanning the dye laser over the
E{v=0)«A(v=0) absorption, showed the presence of severe broadening
effects on the E+A transition. The latter was investigated as a
function of input power density (of the ~ 600 nm laser} and NO
pressure. In order to eliminate possible two photon mixing processes
the ~ 226 nm and »~ 600 nm Jaser pulses were temporally separated by
12 ns during these experiments. The broadening increased linearly
with increasing NO pressure (or A state rotational level number
density) and showed an n 1/6 power dependence on laser intensity.
Although these effects require further study, it would seem 1ikely
that they are due to saturation power broadening, modified by the
transient nature of the high power pump pulse.

Evaluation of the laser potential of the higher (D,E) states of NO in
terms of the stimulated emission cross—sections, calculated from
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Fig B3.8 (a) LIF excitation fabsorption) spectrum of the NO E? I+ « A3 F*
transition, recorded in pure NO at 4.8 Torr, when only two rotational levels
of the A?3* are initially populated by tuning a 100 uJ dye laser into
rescnance with two overlapping Pll transitions at 226.3 nm in the NO. (0,0)
band. The laser induced fluorescence, excited by a second dye laser (0.5 mJ,
% 600 nm) which overlapped the first beam temporarily and spatislly, was
observed in the D » X transition at 193 - 208 nm. Note some rotational
relaxation in the A3X* state is observed even within the laser pulse duration
of ~ 10 na.

(b) The corresponding LIF excitation (absorption) spectrum
recorded in a mixture containing 3 Torr NO and 1 Atmosphere of Helium shown
complete rotational equilibration of the A23* state within the laser pulse
duration.



expression (3), for transitions to lower electronic states requires a
knowledge of the absoiute band (v',v") transition probabilities Av'v“
The latter may be estimated from the upper state radiative 1ifetime .
To(v') provided the electronic branching ratfos from the upper state
and the appropriate Franck-Condon factors are availsble {Ref B3.8).

Indi{vidual Av'v" values may be estimated from the Franck-Condon
Qy1ym using the expression (5)

R2 g a9 G

e Yy (5)
Eu Rez qVIVH 63 G"

AvlvnlAvl =

where R_ 1s the electronic transition moment of the v'-v" transition
with a mean band frequency v and 6" is the number of orbitals in the
lower state with which a given upper level combines. For a given
band system occurring over a narrow freguency spread and where R, 1s
approximately constant (and equal to ﬁeJ expression (5) may be
simpiified to (6)

d, 0 o3
Gu Qyrym 53

The A, value for a given band system can be determined from the
radiative 1ifetime 1, (v') of the upper v' level and the branching
ratio B(v') to the lower electronic state f.e., A, = Blv')/1,{v').
The parameters which exhibit most uncertainty are the branching
ratios B(v') for competing emissions for the D and E states to the
avaflable lower electronic states. The branching ratios for E+C (Ref
B3.9) and 0+ (Ref B3.10) emissions have been shown to be negligibly
small.

AV'V"/AV' =

In the case of the D state a detalied survey of literature values
(Ref B3.9-12) Indicates a reasonable consensus on values for the
lifetime, branching ratios and oscillator strengths. Such relevant
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Fig B3.9 (a) LIF excitation spectrum of the NO E1X* -+ A1I* transition
recorded din.0.5 torr NO with 80 pJ 256 nm and 1.5 pJ 600 nm lasers.

(b) Corresponding LIF excitation spectra recorded with 0.2 torr KO
with 80 puJ 226 nm and 150 uJ 600 nm lasers showing the effects of power
broadening. :



values (with associated uncertainty) are summarised below together

with mean electronic transition moments R estimated from the
expression (7) given by Hesser (Ref B3.8).

R 2 GII —
- Av' T 4.94 x 10° G“qv'v“ vV E 7
A(DX) = (4.4 £ 0.3) x 107 s-?
A(DA) = (1.5 * 0.6) x 107 s-?
T, (0) = 20 (+ 4) ns
ﬁe(n)() = 0.22 £ 0.04 a.u.
ﬁe(DA)fRe (DX} = 10.5 (*1.5)

In the absence of any reliable literature values for the E state
1ifetime and branching ratios order of magnitude Av' values for E
state transitions were estimated from (7). Since the E, D and A
states have nearly identical r_ values and the q(0,v") values for
E+D, E+A and D+A transitions are all strongly peaked for the (0,0)
transitions then to a good approximation the sum in expression (7)
may be replaced by V’oo. Thus, using available spectroscopic data in
expression (7) and assuming that to a first order approximation the
mean electronic transition moments R, for similarly disposed NO
states are equal (1.e., ﬁe(ED) = R (EA) = ﬁe(DA) = 10.5 ﬁe(DX) and
Re(EX) = Re(DX) = 0.22 a.u.) yields the following rates for competing
radiative emission from the E(v'=0) state:— A(EX) = 7.4 x 107 s-1,
A(ED) = 9.4 x 108 s-t, A(EA) = 9.9 x 107 s-*. The latter indicate a
radiative lifetime 7,(E) of ~ 5.5 ns and branching ratios EX:ED:EA of
0.41:0.05:0.54.

The integrated stimulated emission cross-sections, calculated from
expression (3) and the data discussed above, for the strongest single
rotational 1ines in various emission bands arising from excitation of
D and E states, are summarised in Table B3.1 along with corresponding
Doppler half-widths and peak cross-sections o, at 1ine centre. The
stimulated cross-sections o, reported in Table B3.1 are based on
Doppler linewidths and neglect the possible power broadening effects
reported above. It should be noted that although the VUV D-X and E-X
transitions have large stimulated cross—sections (a factor of ~ 5
greater than the y-system 237 nm laser) lasers on such transitions
compete with strong E=A»X and E-0+A+X cascade lasers which have
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stimulated cross-sections a factor of ~ 10% larger. The large D-A
cross-section agrees with the observation of stimulated emission on
this transition at NO pressures down to 20 m Torr by Scheingraber and
Vida] (Ref B3.11) and the essentially quasi-CW DA laser action
observed on fTlash photodissociation of NO, {Ref B3.13)., The large
E+D and low E-+X branching ratfos observed under our high power
excitation conditions could be attributed to stimulated enhancement
of the E~D and E~A intensities.



TABLE B3.1

Emission
System

Transition

{v'v")

r(0,1)
e(0,1)
r'(0,1)
(o,m
(c,0)

(0,0

Approx
Wavelength
(nm)
237

- 195
169.5
1320

600

1050

Doppler
halfwidth
{em-1)

0.1

0.12

0.02
0.04

0.02

Iusdu "
(cm?
molecule-1)
7.6 x 10-17
4.8 x 10-19
6.2 x 10-18
6.5 x 10-34

1.4 x 10-23

7.05 x 10-2*

R *
(cm?

molecule-t)
7.1 x 10-1s
3.B x 10-18
4.2 x 10-1»
3.1 x 10-1¢
3.3 x 10-12

3.3 x 107122

* — stimulated emission cross-sections are quoted for the strongest single rotational 1ines in each band
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B3.2 PICOSECOND PHOTOLUMINESCENCE IN AMORPHOUS SEMICONDUCTORS

Z Sobiesierski, R T Philiips (Dept of Physics, Exeter University)
W T Toner, Jd R M Barr and A J Langley (RAL)

B3.2.1 Introduction

In the past year our programme of experiments on photoluminescence in
amorphous semiconductors has produced its first scientific resuits.
The topic under study has been picosecond luminescence in red
amorphous phosphorus, which has proved to show rather complicated
features in its photoluminescence. Two emission bands have been
jdentified in time-resolved studies (refs B3.1l4and B3.15): a Tow
energy f(LE) band which moves from about 1.35 eV to about 1.15 eV
during the first 200 ns after pulsed (nanosecond) excitation, and a
high energy (HE) band which remains near 1.4 eV at all times. The LE
band dominates the radiative recombination for the first few hundred
nanoseconds when the specimen is held at a temperature below about
130K; above this temperature the photoluminescence appears to be
characteristic of the HE process at all times. We showed in an
earlier paper (ref B3.15) that the mean energy of the LE band
decreases when the energy of the exciting photons is reduced below
about 2 eV. Fasol showed previously (ref B3.16) that the HE process
has such a linear relationship between its mean energy and the energy
of excitation. This form of behaviour has been found in other
amorphous semiconductors, and has been particularly carefully studied
in a-Si:H (ref B3.17). What is interesting about the observation of
such an energy- dependence of both bands in a-P is that is suggests
that the two emission processes share a cammen radiative centre -~
Jjust as was originally inferred (under slightly different
circumstances) from optically-detected magnetic resonance (ref
B3.18). One candidate for this may be a carrier trapped in a
band-tail state, such that for sufficiently high energles in the
tail, energy loss by phonon emission Teads to a temporal shift of the
luminescence band. At low energies in the band-tail (within the
"thermalisation gap"), radiative recombination precedes downward
hopping, thus leading to a‘probortiona11ty between the emission and
excitation energies (refs B3.19 and B3.20). In the case of a-F the
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LE band shifts with time even in the regime in which the finitial
energy 1s proportional to excitation energy, which appears to
elininate the "thermalisation gap" approach te description of the
recombination. Nonetheless the shift of the LE band can still be
fitted by Kastner's estimate (ref B3.21) of the energy, E, of a
carrier group thermalising in an exponential band tail characterised
by an energy scale kT,: E = £, ~ 3kT _in{inv,t), where v, is of order
102%5-!, However, we have previously analysed the temporal shift in
terms of a "Coulomb model” 7n which recombination is by radiative
tunnelling between carriers trapped at oppositely charged intrinsic
defects (ref B3.15). In this approach the tunnelling probability
exp(-2R/R,) (where R, is a localisation length) ensures that there is
a correlation between the separation of carrier pairs, R, and the
radiative time, and therefore a correlation between time and energy
via the Coulomb term o 1/R. In our study of the LE process confined
to the nanosecond time range it proved very difficult completely to
eliminate thermalisation as an explanation for the band shift.
However, the two models offer radically different predictions for
behaviour at shorter times. The thermalisation model predicts a
steady increase in the mean energy of luminescence as shorter times
are probed, while the "Coulomb model" Teads to a maximum energy
characteristic of recombination of the closest pairs of defects. We
attempt here to resolve the gquestion of the recombination channel by
studying the luminescence decays in the time range 10-1000 ps. This
further enables us to study the effect of temperature on the
luminescence, which produces the changeover from LE to HE
recombination around 130 K. Picosecond time resolution allows direct
observation of the rate of non-radiative recombination which we
compare with similar observations on other materials.

B3.2.2 Experimental Technigue

To achieve meaningful picosecond Iuminescence measurements on an
amorphous semfconductor demands a different approach from that
usually applied to crystalline materia1sL This is a result of the
enormous range of radiative lifetimes found in the amorphous state -
extending from nanosecends through to a peak in the distribution of
lifetimes at about 4 ms for a a~P. In order to maintain the specimen
in a state relatively unchanged by the excitation, the experiment is
best carried out with 7llumination of low intensity (to avoid



fatiguing) at low repetition rate (to avoid overlapping of emission
from successive pulses). Qur experimental arrangement used the
picosecond tunable dye laser in the LSF and relied on the amplified
pulses (v 100 wd, 5 ps) to give sufficient luminescence to be
detected (Figure B3.10). These amplified pulses, together with the
82 MHz pulse train, passed through an optical delay before reaching
the specimen. About 5% of the beam was used to 11luminate a vacuum
photodiode which provided a low-jitter signal for the Dellistrique
streak camera. A small part of the beam was diverted through the
entrance slit of the streak camera to give a fiducial time marker.
We cannot assess fully the effect of the weak gquasi-cw illumination
of the specimen arising from the unamplified pulse train, but the
effects of overlapping of the pulses during the streak are several
orders of magnitude below the lower detection 1imit of our apparatus.
A much more serious problem is the presence of Tuminescence during
the relatively slow fly-back of the deflection potential of the
streak camera, which demands that a long blanking pulse be applied to
the grid. The length of the blanking pulse was varied so that this
problem was identified and eliminated. The streak camera output was
passed through a two-stage image intensifier before being scanned by
an optical multichannel analyser in the usual way. The response of
the system to scattered laser 1ight gives an indicatlon of the time
response of the system - typically the laser pulse gave a peak with
FWHM ~ 70 ps when integrating over the same number of pulses used to
obtain experimental decay data.

Experimental conditions were chosen so as to provide a test of the
recombination models. Excitation was at 1.968 eV- the peak of the
luminescence excitation spectrum. The optical bandwidth of detection
was limited to =~ 1.45 eV at- the low-energy end by the 525
photocathede response, and to 1.6, 1.73 or 1.85 eV at the high-energy
end by appropriate "edge" filters {which also eliminated scattered
laser 1ight). The specimens were polished lumps of high purity red
a-P obtained from MCP Electronic Materials Ltd, and were prepared by
transformation of white P, at ~ 280°C. These were held in helium
exchange gas controlled at temperatures between 4 and 300 K.
Experimental data have been corrected for non-Tinearity in the
timebase and for lateral variation in sensitivity of the detection
system.
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Fig B3.10 A schematic diagram of the apparatus. A mode-locked train of
pulses from a standing-wave dye laser pass through a pulsed dye amplifier
(PDA} to give amplified pulses superimposed on the mode-locked train. The
beam is directed by several reflectors (reprsented here by M) to the sample
via & retroreflector (R) arranged in order to give & variable delay. Parts of
the beam are extracted with beam splitters (BS) to give a trigger signal from
the photodiode P and also to give a fiducial marker. The gample is held in a
cryostat C and luminescence is focussed with lens L on the slit of the streak
camera. The energy window is selected by filter F and the luminescence and
fiducial are superimposed at the streak camera by a glass slide §.



B3.2.3 Results and Discussion

Figure B3.11 shows a typical luminescence transient as recorded by
the optical multichannel analyser. The non-linearity of the timebase
results from variation of the streak rate across the field of the
streak tube. The risetime of the signal is dominated by the
characteristics of the detection system, and is consistent with a
risetime for the luminescence of 50 ps or less (ref B3.22). Figure
B3.12 displays data corrected for timebase non-1inearity and
detection sensitivity in the form fn (intensity) versus time, over
that range of time for which a single exponential decay is observed.
Data are plotted for the energy windows 1.45 - 1.85 eV and 1.45 -
1.73 eV. The initial decay rate w(T) is the sum of the radiative and 1 1 1 1 1 ! 1 !

non-radiative components — the latter becoming dominant progressively 0 1 2 3 4 5 6 7 8
as the temperature is increased. The logarithmic decay rate v(T) is : ' x10-105
seen to be independent of the spectral window to a level of about 1%.
If the Tuminescence is modelled by a Gaussian band shifting rigidly

cotnis

Fig B3.11 Photoluminescence signal cbtained from a specimen held at 60 K. The
raw data are plotted in the form of counts at the optical multichannel

according to the thermalisation formula then the two spectral windows analyser and a time scale has been added which is corrected for nonlinearity
would be expected to Tlead to decay rates differing by 10-20% of the streak ramp. The large initial peak is the fiducial marker whose width
depending upon the detailed choice of parameters appropriate to a-P. gives an indicatien of the time resolution.

We therefore infer from these data that thermalisation must be

substantially less important in determining the position of the band

than the simple model suggests. The “Coulomb model" relies on the o e .

existence of a Stokes shift to explain part of the energy difference e e i

between the excitation and emission spectra. Unfortunately our i e, .
present 1imit on the experimental risetime - 50 ps- 1s insufficient :: DT - "o
to corroborate directly this interpretation, which implies a very :g "2

rapid energy loss in a multi-phonon emission process. -2 T 3 " 3
Figure B3.13 shows the temperature dependence of the finitial ' I Tl R T a
radiative rate for the wider energy window, together with a fit to -1 ) ) : :

the data of the form w(T) = v  + v,exp(T/T ). This empirical rule . .

has previously been found successful in describing the initial rate i . 5 g
in a-Si:H (B3.3.10). In the case of a-P at 4 K v, = 8.6 % 108571, v, . -6 . .8

= 3.7 x 10% 5=t and T, = 104 K. Attempting a fit to an equation of ! L S A J L A 1

the form w(T) = v, + v, exp(-E/KT) gives v, = 1.4 x 10* s°%, v, = 3.5 T S e S o

x 101° s-1 with E = 47 meV. Though these seem reascnable parameters [a] * : ib} X107 s

we abandon this model because of the problems fidentified in Tts
Fig B3.12 The logarithm of the luminescence intensity versus time for the
ranges of photon energy 1.45 - 1.85 eV (a) an 1.45 - 1,73 eV (b) at
temperatures (1) 4 K, (2} 50 K, (3) 100 K, (4) I50 K, (5) 200 K and (6) 250 K.
The unlabelled data correspond te the trailing edge of a laser pulse measured
under the same conditions.
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application to silicon (ref B3.23). What {s interesting about the
data shown in Figure B3.13 is that by ~ 130 K the non-radiative rate
is only about 3.5 times that a K. Yet measurements of the PL
spectrum in the nanosecond regime show that the nature of the
radiative recombination alters radically as the specimen is warmed to
130 X, with the lower-energy transitions absent at higher
temperatures. Furthermore, the decay in the nancsecond regime is
characterised by a 1l1ifetime of the order of 10-100 ns. The
picosecond and nanosecond data can be reconciled if the branching
ratio at photoexcitation is temperature dependent. Thus at low
temperatures electrons and holes trap c¢lose to one another and lead
preferentially to LE recombination, whereas at higher temperatures
one carrier traps rapidly and the other has increasing opportunity to
hop away as the temperature is increased. This also flits the
assignment of the LE process to recombination between carriers
trapped at nearby charged defects and of the HE band to recombinaticon
involving one carrier trapped at one of the charged defects and the
other in a band-tail state. The non-radiative quenching In the
sub-nanosecond time range depletes subsets of both radiative
populations but with almost complete depletion of the LE pairs by 130
K.

The requirement that one of the charged defects shouid rapidly trap

an appropriate carrier seems 11kely to be met by the Pf centre. This
defect is extremely sensitive to its environment (ref B3.24) even to
the extent, perhaps, of forming a broad band overlapping the
conduction band tall. The proportionality between excitation and
emission energies would be regarded, on this model, as a
manifestation of the inhomogeneous broadening of the P: band. 0On the
other hand, we require that the P: defect should 1ie deeper in the
gap and trap only a small proportion of the available holes.
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Fig B3.13 The initial decay rate v of photoluminescence in the energy range

1.45 - 1.85 eV as a function of sample temperature, T,

the empirical rule

v=8.6x 10 + 3.7 x 18° exp(T/104 K).

The gsolid line shows



B3.2.4 Conclusions

This study of the luminescence decay in a-P from 50-600 ps appears -to
bear out our earlier suggestion that the low energy PL band is
associated with recombination of carriers trapped at pairs of
oppositely charged defects. The temperature dependence of the
initial decay rate follows the empirical law w(T) = v, + v exp(T/T,)
despite the fact that, 1In the nanasecond time regime, the
reconbination channel changes to a different mechanism above 130 K.
Conventional explanations of recombination meet with difficulty in
explaining these observations, so we propose that there s a
temperature-dependent branching ratio between two maln recombination
channets, both of which finvolve carriers trapped in a broad and
shallow P: band.

B3.3  FEMTOSECOND DYNAMICS OF MULTIELECTRON DISSOCIATIVE IONISATION
USING A PICOSECOND LASER

L J Frasinski, K Codling and P Hatherly (University of Reading}
J Barr, I N Ross and W T Toner (RAL)

The multiple ionisatjon of molecular nitrogen has been studied using
an intense pfcosecond laser (0.6ps: 3x10!% W/cm®: wavelength 600nm).
By measuring the energies of the various fragment atomic ions (N,
N2z* and N**) using a time-of-flight mass spectrometer it has proved
possible to investigate the dynamics of the multielectron
dissociative jonisation process on a time-scale of about 30 fs. Data
was also obtained on a wide variety of gases, Tncluding Xe, HI and I,
and is under analysis.

We do not wish to emphasise the multiphoton aspect of the multiple
ionisation processes observed (ref B3.25) but prefer to describe the
laser in terms of a classical electromagnetic field. The mechanism
involved is thought to be similar to that invoked in order to explain
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the field ionisation of Rydberg atoms (ref B3.26)} but in this case
the laser field is so intense that it produces a potential difference

-across the molecule comparable with the binding energy of the outer
electrons in the ground state.

The idea behind the experiment is quite straightforward. A diatomic
molecule is subjected to a large electric field created by a focused
picosecond laser. As the molecule is ionised beyond the single—ion
stage, the fragment atomic ions mutually repel in the Coulomb field
and the resulting energetic ions are detected by a time-of-flight
(TOF) mass spectrometer. If additional electrons are stripped away
as the molecule dissociates, the jons are now subjected to an even
larger Coulomb repulsion. They will gain more energy and this will
be reflected in the TOF spectrum. Thus, the detafled dynamics of
multielectron dissociative ionisation (MEDI} can be fnvestigated an
a time-scale of femtoseconds (the dissociation time-scale), even
though the laser pulse itself is of picosecond duration.

The basic components of the experiment were the following., A dye
Jaser was pumped by a mode-locked, frequency-doubled Nd-YAG laser,
producing 2.5ps pulses {0.6ps pulses with a saturable absorber in the
dye). These individual pulses were amplified in a dye amplifier
driven by a Q-switched frequency-doubled Nd-YAG Taser operating at
104z. The laser light was focused down to a diffraction-l1imited spot
by a f/3 doublet lens corrected for spherical aberration, and housed
within the experimental chamber (base pressure 2x10-® Torr}.  An
identical doublet lens at the output was used to monitor the laser
characteristics. The energy reaching the focal region at a
wavelength of 600nm using a pulse length (FWHM) of 0.6ps was 50uJ per
pulse, with pulse-to-pulse variations of 220%. Approximating the
pulse shape to a sech? function and taking into account that 70% of
the energy was contained within the Airy disc of measured diameter
4.4n (theoretical maximum 84%) leads to a peak power density of
3x10%% W/icm2,

The gas was introduced into the laser focus region using a simple gas
jet giving a pressure in the focal region of approximately 10-% Torr.
The resulting photoions were subjected to a field in the region of
10kV m-? and traversed a drift tube of length 50mm. The jons passed
through two concave meshes with radil of curvature egual to their



distances from the Interaction reglion and were finally detected by a
pair of 35mm diameter microchannel plates. The 1on signal was fed
via a preamplifier to a Lecroy 9400 Translent Digitiser with a 100
MHz sampiing frequency. Low nolse spectra such as those shown in
Figures B3.14 and B3.15 were obtained in less than 10 minutes using a
0.5ps laser pulse width. Space-charge problems were avoided by
running the experiment at low pressures but detector ringing was &
problem that could not easily be removed - see osclllations 1n Figure
B3.15(b}.

The spectra obtained when alr was introduced into the laser-focus
region are shown in Figures B3.14 and B3.15. The peaks from N': and
0‘: thermal lons are somewhat sharper than expected, Indfcating a
degree of directionality In the gas beam. The mass and energy
resolution 1s high due to the small size of the focal point. Those
fons which have kinetic energles above thermal can be grouped into
two catagories. Those that initially ejected towards the detector
have TOF's that decrease almost 1fnearly with their initial velocity
but those ejected away from the detector with the same velocity range
arrive virtuaily simultaneousty at the detector. This focusing
effect can be seen for the N2* Jons of Figure 83.14(a) occuring at
TOF's between 2 and 3ps. Ions with an energy release spread of
10-30eV have a range of TOF's of 0.3us, whereas those ions moving
away from the detector and with an identical energy releass spread
arrive within a time Interval of less than 0.05us. The kinetic
energy release scales were obtained using computer simulation of the
ton trajectories and confirm this focusing effect which produces the
sharp peaks for energetic {fons N*, N2* and N*¢ seen In Figures B3.14
and B3.15.

Before discussing the dynamics of N, multiple ionisation, it 1s worth
noting the structure beiow 1lus in Figure B3.i4(a), assoclated with
energetic protons from unidentified hydrocarbon impurities from the
gas-handling system. The scale below the trace shows the kinetic
energy release in eV for H* produced from a C-H bend. It s not yet
clear what process 1s responsible for producing protons with such
high kinetic energfes.
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Let us turn now to the main structures observed in Figures B3.14(a),
B3.14(b) and B3.15(b), obtained with voltages of 50, 100 and 200V
respectively across the 12mm interaction region. The kinetic energy
roleases of the various N*, N2* and N®* jons {the energies quoted
relate to the peaks in the kinetic energy distributions) lead us to
suggest the following sequence of events:

N, » N N8 Nt N Tey
}
I3 - N2+ N+ 1gev
}

INFT - N2Y 4 N2 sasev

}
NE*T o W3F 4 N3+ 3Bev

In Figures B3.14(a) and B3.14{b) there are peaks at ldeV in baoth the
N*and N2* energy spectra and so their behaviour is assumed to be
correlated, There is no convincing evidence, however, for correlated
N2+ and N3* {ons. This may be because N2+d'lssoc1ates comptetely to
NE+. There 1s a peak in the N:“+ energy spectrum at 38eV but no such
peak 1s evident in the N* or N2* kinetic energy spectra. This
suggests that these energetic N®* jons are the resuit of a Coulemb

repulsion process with foas parent. The heights of the peaks



Ion Counts (arbitrary units)

Ion Time-of-Flight (ps)

Fig B3.14 _The time-of-flight spectrum of air, showing the various singly and

multiply-charged atoms and molecules of nitrogen, The gcalgs alongside are
the kinetic energy releases in eV associated with the N', N * and NTions.
The structure associated with the energeitc protons is discussed briefly in

the text.

(a) 50 volts
(b) 100 volts across the 12 mm interaction region.
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Ion Counts (arbitrary units)

15 2:0 23

10

Ion Time-of-Flight (ys)

.

Fig B3.15 The time-of-flight spectrum of air with 200 volts across the lZmm
interaction region. (a) E-vector of the linearly-polarised laser
perpendicular to the axis of the drift tube, (b) E-vector along the drift tube
axis. The small periodic flulctuations in signal reflect the digital sampling
technique.



associated with the higher stages of ionisation were very dependent
upon the laser peak power but their widths were not. The finite
widths of these peaks in the kinetic energy distributions and their
increase with ionisation stage may reflect a complex interplay
between Franck-Condon overlaps, electron {ionisation rates and
oscillations of the laser field.

Although N2+ fons are known to be metastable (Ref B3.27), those N,

jons 1nvo1v1ng higher stages of ionisation are presumably unstab]e

Certainly we see no evidence of such fons with thermal energfes in
Flgures B3.14 and B3.15. It 1s therefore possibie to make an
estimate of the time-scale of the entire process N2 - N He take
a simple model where the two positively charged Tuns repe1 each other
with a pure Coulomb force and where the electron remaval 1is
instantaneous. Using the experimentally observed dissoc1ut1on
energies given above, the transitions [N2+] > [N3+] + N +] [N H
are found to occur at inter—ion separatfons (r) of 2. OA 2.54 and
5.5A respectively. The N mo1ecular ion starts to dissociate at
2.0A and the time taken to 1ncrease r from 2.0 to 2.5A and from 2.5
to 5.58 is 10fs and 20fs respectively. The 9fs is a realistic
estimate but the Bfs should be Increased somewhat, because at small
r-values and low lonisation stages the electron bonding is of the
same order as the jon-ion repulsion.

In fact we know that the equilibrium internuclear separation of the
metastable N7° Ton is 1.1A rather than the 24 value assumed in the
model (ref B3.27). Taking this into account, we estimate that the
NE++ Nf+ sequence takes about 20fs., which s only 10 periods of
the incident Taser field. This is about 5 times faster than the
equivalent process observed in Xe using a 0.5ps, 193 nm laser (refs
B3.28 and B3.29) (the Xe2* -+ Xe®* part of the multiple fonisation
process is the fastest part of the entire Xe + Xe®* process). The
strong dependence of the amplitude of the N3¢ Eeak on laser power

leads us to believe that in this experiment the NS process only
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occurs at the peak of the laser pulse and that the above increase in
fonisation rate 15 to be associated with the rapid increase in
potential difference across the molecule (caused by dissociation)
rather than any time development of the envelope of the laser field.

While the behaviour of the heavy nuclei 1s quite well described by
this simple model, that of the electrons is more problematical. The
electron removal time may be comparable with the time-scale of the
whole process and therefore the molecular jon stages are bracketed
above. The initial picture of sequential multiple ionistion should
perhaps be replaced by a complex multielectron dissociative
lonisation (MEDI) process. The electron configuration of N, is KK
202 20z lna 302. The Nﬁ‘ jon results from the removal of the two
ou%er electrons. The stage N3+ -+ NE‘ corresponds to removal of the
four lnu electrons. Neglecting the fine structure of the 1n‘
subshel), then a single-electron picture would envisage the
wavefunction of all four electrons evolving in the same way under the
influence of the ltaser field. MHowever, we can expect that electron
correlations will modify this simple picture and the short time-scale
of the MEDI process will add even more complexity. The whole process
becomes diabatic and the Born-Oppenheimer approximation no longer
applies, Clearly, the discussion of step-wise versus direct
fonisation (refs B3.28 and B3.30) is not closed and a more advanced,
time-dependent approach is required to clarify the situation and
explain the present data in detail. Apparently, at the power levels
employed here, the phencmenon 1s molecule-specific because a similar
MEDI process is not observed in oxygen (see Figures B3.14 and B32.15)
nor is it in hydrogen iodide {Ref B3.30). Experiments using H,s HD
and D, should throw considerable Tight on the situation, since the
theoretical treatment will be much easier in this case.

The phenomenon depicted in Figures B3.15(a) and (b) 1s perfectly
consistent with this ciassical fleld ifonisation model. Figure
B3.15(a) shows the TOF spectrum when the E-vector of the Tinearly
polarised laser beam is perpendicular to the axis of the drift tube.



Figure B3.15(b) has the E-vector along the drift tube axis. The
energetic fons are ejected preferentialy along the E-vector. That
is, the molecules are fonised only when their axes are close to the
direction of the E-vector. The explanation of this effect is simply
that the potential difference created by the Taser field is larger
along the molecular axis than at right angles to it and thus the
potential barrier is not so high.

B3.4 RESONANCE RAMAN SCATTERING IN GaAs-AlAs SUPERLATTICES
S R P Smith (Department of Physics, University of Essex)

The LL6 argon fon-pumped CW dye laser system has been used to
investigate resonance Raman scattering in GaAs—AlAs superlattices.
Preliminary investigations have concentrated on the GaAs LO-phonon
region, where the optic phonon modes show several bands due to the
confinement of the excitation to the GaAs layers. The excitation
frequency is in effect determined by fitting an integral number m of
optic phonon half-wavelengths into a GaAs layer. If m is odd, these
modes are observable under non-resonant conditions because the
scattering intensity is determined by the usual deformation potential
type of interaction, whilst if m is even,, the scattering intensity
comes from the Frohlich interaction and is only observable near to an
electronic resonance. The resonance condition used is that in which
the exciting laser freaguency is close to the energy of the n=1 heavy
hole exciton in GaAs (v 1.86 eV).

The Raman scattering experiments were performed 1in the
back-scattering configuration with 1light dincident wupon the
{001)~oriented face of GaAs-AlAs superlattices grown by molecular
beam epitaxy at Philips Research Laboratories, Redhill. The sample
temperatures were either 77 K or ~ 10 K, and the scattered iight was
analysed using a computer-controlled Spex 1401 double monochromator
with photon counting detection. The spectra were excited using
around 500 mW from DCM dye, with about 4 W of Ar+ pump.

Figure B3.16 shows a typical spectrum obtained from sample D420,
which contained 20 layers of GaAs-AlAs superlattice with d =d =27.8
A, followed by 40 layers of superlattice in which d =55.6 A, d,=27.8
A (with the middle region of the GaAs layers doped n-type) on a GaAs
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substrate, the whole with a .1 um capping layer of GaAs. The modes
observable in the flgure are: (A) the GahAs LD mainly from the capping
layer; (B) and, (G} the resonantly-enhanced even-m confined modes of
the superlattice structure; (D) leakage from the TO modes; and (E} 1s
tentatively assigned as an electromagnetic interface mode.  These
modes and their assignments are similar to those observed by Sood et
al. (Ref B3.31). They were excited at a laser frequency of 14 830
em-1, and the exciton peak occurred at 14 366 cm-? at 10 K. The
resonant enhancement has been studied as a function of the exciting
laser frequency, and it is clear that the enhancement of the
superlattice modes (B)-(E) is much more pronounced than that of the
capping layer mode (A).

A principle part of this Jnvestigation s the study of plasmon
excitations in superlattices, which are expected to be observable
only under conditions of resonant enhancement. So far, these
prelininary measurements have not shown any clearly defined plasmon
features, but measurement on similar structures, both doped and
undoped, 7s still being carried out. A detailed analysis of the
intensity behaviour and frequencies of the measured phonon modes is
in progress, from which information about the phonon structure and
the 1ight scattering mechanism can be obtained.
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Fig B3.16 Spectrum of sample D420,



B3.5 PICOSECOND GAIN AND PROPAGATION MEASUREMENTS AT 24%nm

I N Ross. W 7T Toner, J M Barr (RAL}, Y P Kim (Imperial College)

The first experiment 1n a programme to look at picosecond dynamics at
a wavelength of 249nm was carried out in the LSF with the following

aims:

(i) to measure the energy extractable on a puise of a few
picoseconds duration from the EMG 150 laser

(11) to estimate the difficulty of keeping the amplified spontaneous
emission down to a reasonable level

(171) to determine the extent to which the output beam departs from.

diffraction 1imit under optimum conditions

(iv) to estimate the threshold and magnitude of the spectral
broadening generated when such a high power beam is focused
into air

(v) to investigate several methods of measurement of the nonlinear
refractive Index (n,) and possibly obtain an estimate of n, for
fused silica

{vi) to measure the spectral changes fn the nonlinear processes used
to generate the input beam at 249nm.

Further, more quantitative experiments are planned to follow up this
preliminary work.

Figure B3.17 shows a schematic of the experimental layout. The
picosecond dye laser and amplifier generated pulses at 628nm,
followed by the second harmonic and mixing crystals which generated
10-20uJ at 249nm (B3.32). These seed pulses were spatially filtered
and amplified by the EMGL50 using its gain sections as single pass
amplifiers in series. The optics were designed to provide close to
diffraction 1imited pulses at the input of the EMG150 and to provide
good ASE 1solation between the two sides of the EMGISO.

{MODELOCKED cw  Nd:YAG

SYNC- PUMPEDDYE ____ ]530nm 249nm
‘GI.Bnm - D‘“g;‘zgm MIXING
};5“""_,,,EEEJZFQYTSTl\L
Q-SWICHED ‘| 1064nm th DOUBLING
Nd: YAG g > [ CRYSTAL
648nm i A
SPATIAL
DYE AMPLIFIER > TER
<>
1
3mm APERTURE
J‘ 1 | -
T L i *
EMG 150 KrE
: _ ~ AMPLIFIED
— ] > OUTPUT
“® NEGATIVE
LENS
b ¥
ROOF
¥ PRISM
Fig B3.17
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A cw power meter was used to measure the mean power output under 10Hz
operation. Maximum pulse energies calculated from these measurements
were 27mJ with typical shot to shot variations of up to 50%. Beam
size was approx 30 x 15 mm giving an output intensity of 6mJ/cme2.
Figure B3.18a shows the near field spatial profile of the output beam
showing good uniformity and demonstrating a high level of amplifier
saturation.

The ASE from the first gain section amplified by the second was
expected to be a problem but measurement of the output ASE energy
showed it to be easily filtered down to the few percent level and
indicated an increase of only 30% due to amplified ASE from the first
gain section.

The far field spot size was estimated by measuring the pinhole size
in the focal plane of a lens which transmitted 50% of the beam
energy. This size was measured at 2.7 times the expected pinhole
size for a diffraction limited beam, suggesting a peak focal
intensity of 1/7 x diffraction 1imited intensity. For an estimate of
the focal intensity achievable let us assume the use of an F/2 lens,
and let the pulse duration be 5ps. Then:

Peak intensity = 2 x 10*7W/cm?

Fig B3.18b shows densitometer traces across the far-field intensity
distribution for both the injected beam and the final amplified
output beam. There can be seen to be some small imperfection on the
input beam, which is correctable, and only a small degradation due to
amplification, which may not be correctable.

Spectral measurements were made using a grating disperser (1800 1/mm
working in 3rd order) and long focal length lens. Spectra were
recorded with the beam focused in afr and with the beam left
unfocused, and compared. Figure B3.19 shows typical examples of each
and includes the ASE spectrum in the background {showing input
wavelength not quite perfectly matched to peak amplifier gain
wavelength)., The unfocused beam spectrum was typical of the input
beam with a FWHM of 1lem-! showing it to be not close to the
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transform 1imit and variable from shot to shot. The focused beam
spectrum had a typical FWHM of 55cm-! (similar to FWHM of ASE) and
showing sfignificant Tntensity over a bandwidth of 200cm-*. Similar
picosecond continua have been reported by (B3.33).

Other observed effects associated with this spectral broadening were
an audible crack but with only the faintest of evidence of white
light emission in the focal region and a blue fluorescence which
extended by as much as 20cm on either side of the focus of a 2m
Tens.

Over the small parameter range tested the threshold of the effects
was, as expected, only dependent upon the beam power. The threshold
energy was measured at 0.8mJ giving a threshold power, assuming a 5ps
pulse, of 160 MW. It is however expected that the beam will suffer
less severe nonlinear effects at reduced power levels.

Measurement of n,

Four methods of measurement of the nonlinear refractive index n, were
assessed and compared. The test sample was a fused silica flat and
in all measurements a comparison was made between the front and back
reflections. The difference between these two reflections results
only from the nonlinear effects in the silica which are characterised
by the B-integral (B) where, for A = 249nm:

B=0.1n, Il

where I1 is the intensity length product in the silica and n, is in
esu x 10%* for I1 in GW/cm. At 350nm and 1060nm, n, for silica has
been measured to be 1.0 x 10-1* esu. (Ref B3.34).

a) Focal spot intensity

The focal spot intensity was assessed by measuring the energy
transmitted by an aperture in the far field with a diameter equal to
the 'diffraction limited' spot size. The fraction of energy passing
through this aperture was the same for the front and back reflections
and was not therefore sensitive to the nonlinear response of the
silica plate. Shot to shot movements of the farfield distribution
with amplitudes of about the diameter of the aperture and probably
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caused by room alr effects are thought to have seriously affected the
accuracy of the measurement.

b) 0ff-axis intensity enhancement in far field

One effect of n,, and directily dependsnt upon the B-integral, is the
enhancement of beam intensity fluctuations over a range of spatial
frequencies. The maximum gain in modulation is given by G, = exp B
for a spatia) freguency given by w, = 1404(B/1) at A = 249nm.

Since a given spatial frequency in the near field corresponds to a
given distance off-axis in the far field, it 1s expected that an
enhancement of off-axis intensity will be observed cver a range of
off axis distances equivalent to the spatial frequency range around
Woe

An aperture in the far Tield plane was used to select the spatial
frequency range 50 < w s 100cm-! over which there was expected to be
considerable enhancement. An enhancement by a factor 1.7 was
measured. However due to the low magnitude of the signal and the
presence of noise from scattered 11ght it was concluded that this was
not a promising method for a quantitative measurement of n,.

c) Enhancement of spatial frequencies in the near field

From the previous section we note that the maximum enhancement factor
G, = exp B occurs for a spatial frequency w, = 140¥(B/1), where the
B-integral, B = 0.1 n, I1.

Analysis of the near field beam distribution before and after the
silica plate provides a measurement of G, and w_  and hence two ways
of calcuiating 8 and hence n,. '

F1ig B3.20 plots the intensity distribution across the two near-field
profiles and clearly shows the enhancement of certain spatial
frequencies. The 'worst' spatial frequency w, was measured ta be
125cm-* and its enhancement G, to be x 10. These both gave values of
8 = 2.5 and using an estimated intensity-length product in the silica
plate of 50 GW/em, n, was e$t1mated to be 0.5 x 10-1%asu.
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d) Spectral Broadening

The non-linear index leads to a positive rate of -change of phase
d¢/dt or a positive frequency shift on the rising edge of a short
pulse and to a negative dd/dt and hence a negative frequency shift on
the tralling edge of the pulse. Consequently there will be a
broadening of the spectrum. For a transform-1imited Gaussian pulse
at a wavelength of 249nm, an approximate expression for the spectral
broadening at the 1/e intensity level 1s given by:

2
Input 17newidth - 1= 0.44B

Fig B3.21 plots the intensity distribution across the spectra of the
front and back reflections from the silica plate. The spectral
broadening 1s evident and measurement of the width of these curves at
the 1/e points together with the above eguation gave an estimate for
the B-integral (B) = 0.8.

But B = 0.1n,I.1 and in this Instance I1 was 9GW/cm.
+n, = 0.9 x 10-?

One must be sceptical of the Tow measured vaiues for n, when 1t was
expected that n, would increase rather than decrease finto the
ultravioclet.” It may be that the pulse length is greater than the
assumed 5ps. However one can be optimistic that n, is not
significantly larger than that measured at visible wavelengths.

The spectral broadening technigue was more sensitive than the near
field spatial frequency measurement but cannot give as accurate
values for n, unless the temporal profile is kKhown and the pulse is
transform 1imited. It does make a good monitor for the onset of n,
effects.

Spectral changes in the generation of 245nm

Measurement of the single shot spectra at 324nm (doubled dye laser)
and 249nm indicates the performance of the final nonlinear mixing
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process which converts 324nm to 249nm. If the relative spectral
distributions are predictable without invoking a _crystal bandwidth
1imit then it is reasonable that the temporal profile 1s predictable
and not lengthened by the nonlinear process.

Fig B3.22 shows typical spectra at 324nm and 249nm as recorded on
photodiode arrays (but not for the same pulse). The 249nm Tinewidth
was slightly larger than the 324nm 1inewidth whereas, since the
mixing pulse at 1064nm is a long pulse with a narrow spectral line,
it 1s expected to be the same. The difference is not significant due
to the considerable shot to shot changes in spectral width, and it is
concluded that the pulse duration does not change significantly in
the wavelength conversion processes under the conditions of these
experiments.
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B4.1 RAL BASED OPERATIONS

J Szechi, J R M Barr, S Tavender, W T Toner, RAL

4.1.1 Nanosecond Laboratories

The major acquisition during the past year for the in-house
nanosecond program has been a Lumonics HX460 excimer laser. This
laser operates at 308 nm and can be used in two configurations: a) up
to 200md/pulse at up to 200 Hz; or b) up to 400md/pulse at up to B0
Hz, with 30 watts maximum average power. It is being used to pump a
new Lambda Physik FL3002 dye laser, and replaces the old
EMG1O1E/FL2002 excimer pumped dye laser, which has joined the pool of
loan lasers. Another new FL3002 dye laser has also been purchased,
for use either as another loan laser or to add flexibility to the
in-house program (for example, see B3.1).

The performance of the Triplemate spectrometer has been enhanced by
the addition of a new 3600 g/mm UV grating in the spectrograph stage,
and a new sample stage for solid samples is currently under
development (see section Bl.6). After the extensive work by Dr
Chittock described in section B4.3, the new O0SMA-SI intensified diode
array is now working well, and some very interesting results have
been obtained using it (for example, see section B2.5). The LSF
Sample Preparation Laboratory has recently taken delivery of a
laminar flow cabinet to be used for clean preparation of samples and
a gassed incubator.

At the end of 1986, the EMG150ETS excimer laser, which is now four
years old, was taken out of service for ten weeks and a major
overhaul was carried out. This resulted 1in {improved locking
efficiencies, gas lifetimes at least 30% longer, and higher laser
energies. The stability of the 1line-narrowed KrF source was
investigated, and the main problem found to be variations in room
temperature. Measuring the temperature of the prisms, the 1ine shift
is in the region of 3.3 cm™! per degree C. Improved operating
procedures to minimise temperature fluctuations are now in effect.
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The linewidth of the injection locked system was measured as 0.45
cm-! averaged over 20 shots, and over a period of twenty minutes
during which the room temperature remained constant this did not
increase and the wavelength did not alter appreciably. Several
mechanical improvements have also been recommended and these will be
carried out as soon as possible.

5ix weeks of Division Head's time on the dye laser in early 1987 were
not assigned due to staff shortages.

B4.1.2 PICOSECOND LABORATORY

During the year, nine separate experiments ran in the picosecond
laboratory for a total of 45 weeks and 5 weeks were devoted to
facility development. The CW mode-locked YAG laser operated for 2500
hours and there were just two days lost due to a minor electronic
problem. Four flashlamp changes were made. For the last six menths
the laser has been run te produce 1 watt average power at 532 nm and
its output has been divided between the sync-pumped dye laser
operating for scheduled LSF experiments and a second sync—pumped
system in the adjacent development laboratory. No difficulties were
experienced on either side in achieving reliable operation at full
specification.

Part of the facility development time was spent investigating the
cause of the substantial pulse-to—-pulse fluctuations of the amplified
output at 10Hz. This was found to be largely due to mode beating in
the DCR Q-switched YAG laser which pumps the dye amplifier and
appears to be an intrinsic consegquence of the design of the system.
A potential but very expensive cure would be the injection of a
single mode seed pulse from a dicde laser; in the meantime users have
adapted to the varying output pulse energy ({see, e.g., section
B1.12). .

Time was also devoted to the installatfon and optimisation of the
cavity dumper and pulses 3 picoseconds in length were produced
through the addition of a saturable absorber to the laser dye. Up to
760U watts of average power were produced in the frequency doubled W
output, at 4 MHz (see section £3.3). Further extensions were made to



the wavelength coverage (see section C3.1). The remaining facility
development time was used to prepare the laser for the multiphotaon
experiment (B3.3) and characterise its output and optics. The
single shot analyser, developed off-l1ine (section C3.2) was
used for some of this work.

Experimental diagnostics were further developed during the normal
scheduled runs. Improvements to the pump and probe system described
in B1.12 now enable experiments to run under full computer control.

Streak camera runs in the second half of the year were hampered by
various faults, some due to misuse. These have been repaired and the
trigger system can now operate through a constant fraction
discriminator to give reduced jitter. W sensitivity has been
improved by an order of magnitude and a fully two dimensional CCD
camera readout has replaced the Vidicon DMA (section B4.4).

Staff shortages prevented work beginning on the photon counting
system, equipment for which is on hand.

B4.2 LOAN POOL OPERATIONS
A J Langley RAL

During its second year of operation the Laser Loan Pool has continued
to provide lasers and diagnostic equipment to users within their own
laboratories. A total of 16 laser loans and 4 diagnostic loans, of
approximatety 3 months duration, have been made to 1 polytechnic and
13 University research groups. Work carried out by these groups have
so far resulted in 10 publications - scientific results are presented
in sections B1.7, B1.8, B1.9, B1.10, B1.1i, B1.1.5, Bl.16, B1.17,
B1.19, Bl1.21, B1.22 and B3.4.

Demand for loan systems continues to be high particularly for the
sophisticated Nd:YAG/Dye laser combinations with tunable UV to ir
options for which demand often exceeds supply by ~ 1.5. A 1ist of
loan lasers and equipment available in 1987 is given in Table B4.1.
(The average duration of loans was three months).
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The 1intensive use and frequent transportation puts a heavy demand
upon the relfability of the sophisticated Tloan Tlasers. The
experience durfng the past year has been that the frequency of laser
malfunction s only marginally more than might be expected for
similar static systems. Maintenance and repair are usually carried
out by LSF staff or where necessary by Laser Manufacturers who
generally respond efficiently to problems.

B 4 .3 DEVELOPMENT OF OSMA DETECTOR SYSTEM
Dr R Chittock, Dept of Biochemistry, University of Birmingham

B4.3.1 Anaiytical Software Development

During the year we have developed and extended the software of the
0SMA diode array detector and its computer control system. Programs
have been written in the BASIC dialect of this computer. The most
useful addition has been an implementation of Savitsky-Golay
smoothing, since the smoothing routine supplied with the system has
been found unsuitable for use with our data and that of several other
groups.

Other programs written include improved calibration, background
subtraction and interfacing software for the RS232 port of the (SMA
terminal. This communication facility has been used to transfer
files to a BBC microcomputer for which we have written a suite of
data analysis programs, including interactive graphics with hard
copy, smoothing, data handling and background subtraction routines.
Although the 1imitations of the BBC make this software inferior to
that available on the OSMA in many respects, it allows the lengthy
process of data analysis to be conducted fat home' rather than during
scheduled laser time., In additjon, data can be analysed while the
0SMA is performing another experiment. This system is still under
development (current version 1.2).

B4.3.2 Resolution, Sensitivity and Integer Arithmetic

We have found that the sensitivity and resolution of the OSMA system
is limited by its use of integer arithmetic. This causes problems
with small signals ocbtained during data accumulations invelving
several scans of thediode array. The final spectrum produced 1is



Table B4.1

Laser systenm

. Operational
from

Loans to
date

LLE

LL7

JK 2000 Pulsed Nd:YAG 500mJ at
1064nm, 130mJ at 532nm and 50mJ
at 355nm. JK 2000 dye ltaser
O.lca-! 1ine width at 30mJ at
360nm. 10Hz

{luantel Datachrome 5000. Nd:YAG
700mJ at 1064nm, 250md at 532nm
and 80pJ at 355nm. 20Hz. Quantel
Dye Laser. 0.08cm-' width and
50md at 560ne

{a) J K Hyperyag 750 Hd:YAG
800mJ at 1064nm, 300mJ at 532nm,
170md at 355nm and 100md at 266nm

(b) CQuanta-Ray PDL dye laser and

WEX with full range of doubling

and mixing options. 6CwJ at 560nm

Lanbda Physik EMG101 Excimer
{chlorides) &.5W at 40Hz. FL2002
dye laser with computer controlled
scanning and frequency doubling

Lanbda Physik FL3002 dye laser

Spectra Physics 2025 UV/VIS Ar lon
lTaser 5W vis/. AW UV. Single 1ine
{.2cm- '} and single frequency

{10-*cm-1) optfons Spectra-Physics
375 Dye Laser Optics for 550-800nm
gperation 700mW at 590nm with min
20GHZ 11ne width

tumenics Hyper Ex 460 Fluoride
excimer laser

Diagnestic loan equipment

Lol

Lp2

Imacon 500 5-20 streak camera
Film readout

2 gated Integrators (S5R250), 1
fast sampler (5R255), 1 computer
interface (SR245), 1 analogue
processor {SR235), 1 gate scanner
(SR235), 1 gate scannar (SR200),
1 omafn frame (SR280)

2 gated 'ntegrators (SR250),

1 tomputer Interface [(5R245),
1 gate scanner (SR200), 1 maln
frame [SR280)

April 85

Hay BS

Jan 87

Harch 87

Hay B§

Hay 86

Jan 87

June 87

June B6

Hay 86

Harch 87

4

RAL based so
far



the average signal from the scans, rather than the total signal.
Since the computer only deals in integers, all fractions produced by
this averaging are dropped or rounded up, causing weak signals to
appear as spikes or to disappear completely. An example of this
effect is shown in Fig B4.la.

This problem may be overcome by using the ‘Asynchronous Sequential
Scans' option of the 0SMA initialisation software, which enables each
scan to be stored separately rather than as a single averaged
spectrum. These spectra can be summed at the end of the run te
produce a single total large enough to overcome loss of resolution.
This can be done by hand using the the 0SMA data handiing software or
using a BASIC program we have written. The improvements possible by
using this technique can be seen by comparison of Fig B4.la {normal)
with Fig B4.1b {addition of sequential scans).

This problem may also arise due to the reduction in height of weak
signals during smoothing. Here it can be overcome by muitiplying the
spectrum by a scaling factor prior to smoothing.

B4.3.3 Noise Analysis of the OSMA Detector

We have used the BBC microcomputer to analyse the background noise of
the diode array in cooled and uncooled operation. Two types of
analysis have been performed. The first method examined the
distribution of dark dicde noise from a single background spectrum.
Any overall slope was removed by subtracting the best straight 1ine
fitted through the peints by linear regression. The distributfon of
dark noise was represented as a histogram. Fig B4.2a shows such a
distribution from an array operated without water cocling. Two
separate normal distributions can be seen, corresponding to two
separate popuiations of diodes within the array. When the original
spectrum is expanded a 'saw-tooth' pattern is seen (Fig B4.2b),
showing that the two populations correspond to the odd and even
numbered diodes of the array. Figs B4.2c and B4.2d show the
corresponding spectrum and noise distribution when the array is water
cooled. The difference in noise between the two populations is
supressed. We conclude that the performance of the diode array is
improved by water cooling.
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Fig B4.1 Resonance Raman spectra of 350uM NAD. (a} Total of 2 runs
each consisting of 125 exposures of the diode array. (b) Total of 2
rung each consisting of 5 sequential scans comprising 25 exposures of
the diode array.
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Fig B4.2 (a) Noise distribution of dark spectrum from an uncooled
diode array. (b) Expanded dark spectrum from uncooled diode array.
(c) and (d) as (a) and (b) but from & water cooled diode array.
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The two diode populations may also become apparent in very strong
signals such as those produced by a high sample fluorescence or when
using poorly matched signal and background spectra. This effect is
seen as an excessively broad trace, which on expansion of the x-axis
will reveal the characteristic 'saw-tooth' pattern. It arises from
the differing 1light sensitivities of the odd and even numbered
diodes. Such spectra can be improved by separating signals from odd
and even diodes and fiiling in gaps by interpolation. Alternatively,
the spectrum can be smoothed in the conventional manner.

The second method of noise analysis employed was the 'double y' plot.
This uses 2 dark spectra and plots the signal for each diode in one
spectrum against the signal from the corresponding djode in the
second spectrum. Thus if the background noise arises from random
sources the plot will be an uncorrelated scatter of points. However,
if noise level is a function of diode position, then the plot will
show a positive correlation. Fig B4.3a shows a ’'double y' plot
between two dark spectra. The high pesitive correlation coefficient
indicates that the observed background signal is a function of diode
position, 1.e., each diode has its own particular background noise
level. In Fig B4.3b both spectra of Fig B4.3a have had separate
background spectra subtracted as would be done in a normal Raman
experiment. The 'double y' plot now appears as a random distribution
with a very low correlation coefficient, i.e., by subtracting a
background from a signal spectrum the contribution of differential
diade dark activity is removed. The remaining signal is due to
random sources, such as thermal nofse. We conclude that a dark
background spectrum should always be subtracted from a signal
spectrum.

B4.3.4 Conclusion
From the foregoing it 1s clear that the OSMA system is now usable for

Raman spectroscopy experiments, though some software development
remains to be done.
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Fig B4.3
positive correlation coefficient (r = 0.9786). (b) Double ¥ plot of

(a) 'Double y' plot of two single dark spectra, showing high

two 'signal minus background' spectra, showing no significant
correlation (r = 0.0266). Drifting of points into lines is caused by

removal of overall slope from the two spectra prior to plotting.



B4.4 STREAK CAMERA DEVELOPMENT
M Coulter, A J Langley, C Reason, I N Ross, W T Toner (RAL)
Introduction

The S25UV Delli Deiti streak camera has been equipped with a new
input optic and with a two-dimensional CCD readout ({(Hadland
Photenics).  Preliminary operating data have been obtained. New
software has been written for the rapid acquisition of high
resolution fluorescence decay data.

The finput optic is constructed of four reflecting elements and is
therefore fully achrematic. The design is discussed in more detail
in section C4.2., Slit to photocathode magnification is unity and the
acceptance angle is 0.2 steradians (ie 1s eguivalent to an f:1 lens
at unit magnification). Resolution is better than 30 1ine pairs/mm.
This represents a more than one order of magnitude improvement in UV
throughput, compared with the small aperture fused silica/CaF Tens
used previously, and also a significant improvement in resolution.

The CCD camera detector is a Peltier cooled CCD (EEV) which is
coupled to the streak camera intensifier by a reducing fibre optic
taper and can read a 17 x 25mm image in 385 x 576 pixels with 12 bit
resolution. The 68000-based data acquisition system has facilities
for real-time subtraction of a background image and multiplication by
an efficiency correction image. It takes 0.28 seconds to digitise a
full frame image and a further five seconds to store and display it.
Some image analysis software exists and more is being developed both
at Hadlands and at RAL.

Data correction for distortions and efficiency variation

The subtractive and multiplicative correction memories and software
supplied with the camera, which operate in real time, make correction
for the very substantial distortions and efficiency variations found
in streak cameras quite straight forward.
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If there are F(x,y)dxdy counts fin the bin dx,dy at x,y after
subtractive correction only and the original signal is G{(A,t) then

F(x,y)dxdy = GO, t) 3E2h nix,y) dxdy

where {%%%*ﬁ%}is the Jacobian determinant of the transformation,

nix,y) represents efficiency variations and A = Ax,y), t = ti{x,y) is
understood.

The Hadland software permits one to pre-record data from a reference
signal G,(A,t) giving

FoxyVdxdy = 6, A, ) (3Rbd nix, y)axey

the multiplicative memory and when data is
{x,y) is calculated in real time

F, is stored in
subsequentiy taken the value of F

and stored.

corr

= B,y _ GQAE)
Fearr (Xs¥) CFolxy) G (At

G can easily be found if G, is known.

For synchroscan operatfon a torch bulb uniformly illuminating the
511t will give G, = constant. For pulsed operation, a long time
constant single exponential fluorescence uniformly illuminating the
s1it will give G, = A exp - t/7, provided the initfal rise of the
fluorescence is off screen. (Timing jitter in recording the sixteen
consecutive data frames required by the software is unimportant as



Zai exp -(t/ -6;) = exp - t/. Zaiexp 8;). It then remains to find
the values of F r at suitable t,A values and redisplay the data.
The coordinate transformation can be found by recording data through
a slit equipped with a comb {illuminated with short pulse light
transmitted through an etalon to give a pattern of spots on the
detector.

A simple one-dimensional correction routine has so far been written
at RAL to correct for sweep non-1inearity. The number of bins chosen
for the t-coordinate display is the same as the number of bins in the
x-coordinate data. The t-coordinate display contains the values of
Fcorr found by interpolation between the two x-bins adjacent to each
t-bin.

System performance

The data so far obtained are preliminary and were taken with two
stages of channel plate intensification between the streak output
tube and the detector, with fibre optic coupling throughput. The
18mm diameter {ntensifier maps to 410 x 410 pixels on the CCD. The
static slit width is 3.5 to 4 pixels FWHM giving ~ 110 resolution
elements across the screen, Dynamic resolution is worse but no
attempt has yet been made to optimise the system or to control the
fnput light tevel.

System sensitivity at intensifier gain of 2.4 x 10* is 185 counts per
photoelectron from the streak photocathode whereas readout ngise per
pixel is < 2 counts RMS. At this level of galn and at very low input
1ight intensity it is easily possible to 1dentify clusters of bright
pixels ~ 3 pixels in diameter carresponding to single
photoelectrons.,

Rapid data acquisition

Sequential frames can be added to memory at five second intervals to
improve statistical precision, but time resolution is then limited by
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streak camera jitter. At present, with care, this can be held to
20psec 1f a constant fraction discriminator is included in the
triggering chain. :

The system also includes rapid data acquisition facilities (not yet
fully operational) and software has been written at RAL to use them.

The operating system enables one to select any rectangular area
within the image and to digitise it in bins v pixels high, u wide.
If the image is n x m bins the area is A =n xm x v x u (pixels)z
and 385 x 576/A images may be acquired and stored without pause.
"Framelet" images of this type can be acquired at 10Hz rates (up to
30Hz).

A typical use would be to record the lr and 11 components of a
fluorescence decay together with a laser reference pulse in three
traces each fifteen pixels high, each containing 192 time bins 2
pixels wide. 385 such images could be acquired in 38 seconds. The
software written at RAL performs the following tasks:

(1) Find next framelet in store

(2) Correct for streak non-linearity

{3} Find peak of laser pulse to establish jitter

(4) Sum framelet data into composite image after jitter corection.

It can also correct the "roll-off*" produced in the composite image at
the extremeties of the picture due to Jitter to take advantage of the
slightly extended time-window that trigger-jitter produces.

The programme is written in Pacal.

This should enable data with high statistical precision to be
acquired while preserving single-shot time resolution. ’
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Cl1.1 SHORT PULSE OSCILLATOR DEVELOPMENT

C Danson, RAL

Oscillator pulses shorter than 20 ps. will be required for future
experiments an Yulcan. The oscillator development during the period
was concerned with the generation of these pulses. The method chaosen
was to generate the pulses directly using active/passive mode-locking
(ref.1) rather than to compress the pulses already available. A
layout of the experimental oscillator used is shown in Fig €1.1. The
active medium used was Nd:YLF selected to lase on the 1.053 um line
by polarization discriminatien. This system is designed to generate
short-pulses via passive mode-locking but eliminate satellite pulses
or double pulsing (ref.2), by adding the active mode-locker to the
cavity.

5m.f.1,

HR&1 053 m Acousto-optic

Mode - L.ocker ”

Polarizer

2

i
VT

Nd = YLF Cavity length
adjusters 60% R
Dye - cell @ 1053 pm
Fig Cl.1 Active-Passive Cavity Configuration
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The saturable absorber chosen was Kodak 9740 dye dissolved in 1,2
dichloroethane. A concentration was prepared to give a c.w.
transmission through the dye of 65% at 1.053 um. To ensure that the
acousto-optic mode-locker was operating satisfactorily the cavity was
initially aligned with pure solvent in the dye cell. The solvent
ensured that any wedge in the dye cell was compensated, and Tosses
within the cavity reduced. The dye was then introduced. With the
current pulse to the Tamp set to a width of 3.5 ms and the lamp
current adjusted to be above lasing threshold, two Q-switched pulses
separated by approximately 1.2 ms were observed. As the current
pulse-width was reduced to 1.5 ms a single Q-switched pulse was
generated.

The structure of the O-switched envelope was monitored using a vacuum
photodiode and a Tectronix 7104 oscillescope. The Q-switch
consisted of a series of pulses each separated by the cavity round
trip time (Fig C1.2). The half width of the pulse train was about
80ns. The pulse shape was not symmetrical with a slower rising edge
than fall, which can best be seen in Fig (l1.3. This data was
recorded after the dye had been In operation for about a week. The
number of pulses in the pulse train significantly increased giving a
pulse width of about 230ns. When investigating the reason for this
it was discovered that the transmission of the dye had increased to
84.2% from an original transmission of 67.4%. The rapid
deterioration in dye behaviour was due to contaminants in the dye
pump/cell; when the experiment was repeated no such deterioration was
observed.

The pulse-width of the individual pulses in the pulse train was
measured using a Hadland 675 streak camera. The streak rate of the
camera was calibrated by splitting the pulse to be measured and
introducing a known delay between them before combining them at the
input to the streak-camera. The streak camera records have shown
that pulses as short as 16 ps have been'generated (Fig C1.4), more
typical results give a pulse-width of 16 - 24 ps.

Several data sets were taken to observe how the cavity responded as
the pumping to the lamp was varied. Figure C1.5 shows the decrease
of Q-switch build up time as the pump level was increased and the
decrease in Jitter in the Q-switch build-up time as the cavity Ts
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operated further above threshold. No satellite pulses or double
pulsing were observed when operating this cavity; a problem which has
previously been reported when a purely passively mode-locked cavity
was employed (ref 2).

Further work will fnvestigate the possibilities of synchronising this
oscillator with the long pulse oscillator currently in operation.
Other work will include operating the cavity with different dyes; one
such dye recently reported should produce pulses of about 8 ps (ref
3.

Cl.2 HIGH-POWER OPERATION TESTS

C B Edwards, RAL

During the past reporting year, an experimental programme was
conducted to investigate the operational limits of the forthcoming
laser upgrade, to take place in early 1988.

The scheme involves driving the six 108 mm output disc amplifiers to
higher fluence and using expanding vacuum spatial filters at the
output of the system to improve the fili factor of the existing
optical chains to the target chamber. Anti-reflection coating of the
doubling crystals and target chamber optics using the collaidal
silica scheme, are an essential part of the scheme to reduce losses.

The conversion efficiency to second harmonic is a most important
factor in the optimistion off system performance, and studies were
made of the crystal performance at increased fi11 factor and at high
average fluence using a single beam with modified drive to give
infra-red output energies up to 300 J in 1ns pulses.

i} Enhanced fili-factor.

A fundamental 1imit on the laser energy available from VULCAN is the
damage threshold of optical components. This is related to an energy
or power fluence dependent upon pulse duration, and it is thus
imperative for cost-effective operation that the system be used at
high fill factor. Since total image relay is not employed on the
system, apodisers are used to controi the spatial profile of the
beam, and prior to the work reported here, rather poor use was made
of the available aperture,
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The development work on solid state apodisers, reported in an earlier
section, has resuited in improved control of the beam profile with
the result that the system can be operated at increased fi1]1 factor.
The recent series of experiments used additional apodisation at the
input to the final vacuum spatial filter stage in conjunction with an
expansion ratio of 1.23, and gave a fill factor approaching 90%. No
probiems were experienced in the propagation characteristics of the
resulting beam, and an impressive increase in energy on target was
achieved.

1i)  Conversion efficiency

Using the configuration outlined above, conversion efficiencies in
excess of 70% were consistently observed at an infra-red input of
2GW/sq cm. The highest green energy recorded was 217 J, with a
conversion of 75%, using a bare crystal with colloidal silica
anti-reflection coatings. The green energy recorded at the target
chamber during this run was in excess of 200 J in a single beam of
100 mm diameter.

In order to operate relfably at such power levels without serious
damage it was necessary to take particular care in aligning the beam
to avoid cTipping on mirror mounts, and to ensure that all downstream
cptics were in good condition. The studies show that in principle
1KJ of green energy could be available at the target chamber using
six beams at a fluence slightly below those reported here, though
penalties would be incurred in shot set-up time and cleaniness
requirements.

i11) Optical coatings

Both conventional muTti-layer evaporated coatings and collofidal
silica coatings were exposed to fluence levels approaching 5 J/sq cm
during the progress of this work. The only significant damage was to
the coated pellicles in the target chamber, which were replaced after
each shot.

Coatings directly on the crystals were satisfactory, though a
" preferred technique may be the use of coated windows without index
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matching fluid. This scheme has the important advantage that the
crystal is isolated from the local enviroment with obvious advantages
in the requirements on humidity and contamination control. In
conclusion, it has been demonstrated that improvements in £i11 factor
and conversion efficiency coupled with the use of anti-reflection
coatings where appropriate can give significant improvements in the
performance of the system at relatively low cost. In particular, 1
KJ operation in long pulse mode is feasible provided the reduced
shot-rate and higher standards of c¢leanliness reguired in
the target areas is acceptable.
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C2.1 NANOSECOND PULSE AMPLIFICATION IN THE SPRITE LASER SYSTEM
C J Hooker, N J Everall and M J Shaw RAL

Efficient energy extraction from the Goblin laser by short (5 ns and
12 ns)} pulses was reported last year. The experiment used the long
pump time of Goblin to provide two stages of amplification in the one
laser module. This arrangement has been incorporated into the
multiplexer design as described in section A5.1. In the same
section, modifications to the oscillator pulse switch-out system to
reduce the duration of the pulse are also detailed. In this section
we report some preliminary observations on the performance of Sprite
as a pulse amplifier system.

The gain staging of the Sprite system is shown in Fig C2.1. A short
(2-5 ns) pulse is sliced out of the beam of an unstable resonatar
oscillator and undergoes amplification and beam expanstion in 4
stages. The first stage is a single pass of the amplifier section of
the EMG 150, A2 and A3 are successive double passes of the Goblin
laser with a maximum single-pass gain factor g L = 3.5. The output
stage (Sprite) has a maximum g,L = 10. The system was designed to
saturate A4 heavily and thus obtain the maximum output energy. To do
this, the A3 stage is also saturated and provides up to 1 J per beam
so that A4 is running with a stage gain of about 20.

The net small signal gain in the system is very large = exp (37) and
1s sufficient to amplify spontaneous emission from the front of the
amplifier up to saturation levels. This effect was investigated by
measuring the output energy as various stages of the amplifier were
blocked.

The results were as follows:

Energy per beam
at Sprite output

1. Pulse injected at input 14 J (signal)
2. Input to Al blacked 10 J (ASE)
3. Input to A2 blocked 4 J (ASE)
4, Input to A3 blocked 0.1 J (ASE)
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Thus in the absence of any input (i.e., between pulses) and if the
amplifiers have chance to fully repump, then ASE will be amplified to
levels close to that of the signal. The above figures tend to
suggest that the ASE ocutput from Sprite itself was very-small. This
is actually not the case and the low energy recorded with the input
to A3 blocked was because the Joulemeter was situated many meters
away from Sprite. In a separate measurement close to the Sprite
output, ASE energies of 1.4 kd/StR in single pass and 16.8 KJ/StR in
double pass were measured. These figures correspond to 56 J and 128
J for the whole output aperture of Sprite. Thus left to itself,
Sprite will radiate nearly 70% of its maximum output enmergy as ASE.

The effects of the high system gain were apparent when short pulses
were attempted to be amplified in the system. Fig (2.2 shows the
change in pulse shape as it is amplified firstly in Goblin and then
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in Sprite. The effects of gain saturation are quite apparent. The
final output pulse js truncated at 10 ns by the input of the next
highly saturating pulse in the multiplexer train. In order to
attempt to improve the pulse performance we have investigated
saturable absorbers and have concentrated on anthracene solutions
which were previously reported (C2.1) to saturate well at 248 nm.

Preliminary experiments showed the the transmission of a 10-5M
solution of anthracene in hexane (2cm path length, Oaps = 10-1¢€ cm2)
increased from ca 10% to 50%, when the incident Taser fluence (5 ns
FWHM pulse) rose from 30 md/cm? to 130 md/cm2. Furthermore the
transmissjon of the ASE background signal was <1% at the highest
fluence. However, the transmission figures relate to total pulse
energy rather than instantanmeous intensity, and so give no
information on the dynamics of the saturation process. Although
saturation was clearly exhibited, the absorber failed to shorten the
pulse risetime, which implies that several nanoseconds are reguired
to significantly populate the non-absorbing state. This appears to
be a common problem with organic absorbers, where the lowest exclted
singlet state may have a significant absorption cross section at 248
nis.

We are currently evaluating the potentfal of inorganic saturable
aborbers, in particular utilising charge-transfer transiticns of
transition metal complexes. These transitions give rise to strong
absorption in the UV, and yield a reduced metal-ion complex which is
unlikely to absorb strongly at the primary excitation wavelength.
These materials do not appear to have been previously investigated
for this purpose.

Another pulse shortening technigue which did prove effective was the
use of pinhole closure at the output of the Goblin laser. Fig
C2.3{a) shows two finput pulses on separate beam l1ines to the Gablin
amplifier and the same two output pulses after amptification, one
pulse having passed trough a 300um pinhole at focus. The plasma
shutter effect is quite apparent and very short = 1 ns FWHM pulses
can be praduced by this method. Unfortunately with the present
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system it was found that the pinhole required constant alignment
attention and since short pulses per se were not required for the
target run in progress, further investigation and amplification of
these pulses was not investigated.

£2.2 MODELLING MULTIPLE PULSE AMPLIFICATION IN KrF LASERS
C J Hooker, I N Ross, M J Shaw (RAL)

The fact that KrF is a high gain medium seriously limits fits
performance as a high energy amplifier of single short pulses.
Firstly, the high gain coefficient means that the saturation
fluence, E_ = hv/o is small (2md/cm2) and thus very large apertures
are required for high energy. Secondly, the output fluence is
Timited by ASE (Amplified Spontaneous Emission) which effectively
limits the stored energy in the system by self de-pumping and
finally, the short storage time of KrF {(2-4ns) leads to large pumping
inefficiency where the pump time fs much longer than the storage
time.

In this section we will show that the ﬁain difficulties outlined
above can be overcome by the amplification of a series of short
pulses rather than Jjust one. If the pulses are sufficiently close
together, energy is extracted from the amplifier in a quasi-CW manner
and the efficiency should approach that of a CW amplifier.
Furthermore, the gaim 1s kept suppressed and ASE is much reduced.
The performance of such multi-pulse amplifiers has been modelled for
the case where the pulse duration is long compared to the dephasing
time i.e., the rate equation approach is valid. We first consider
the case of a single-pass amplifier in the steady-state and assume
that the pulse duration is short compared to the storage time of the
medium,

The gain in normalised pulse fluence f=E/E, is given by the
Franz-Nodvik equation:-



df=g, 1-eH-ar (1)

dx
where g, 1s the small signal gain coefficient and a 15 the
non-saturable loss coefficient. The gain coefficient is directly
related to the population inversion n via g = n o where ¢ is the gain
cross section, The effect of the passage of a short pulse of fluence
f through a point in the amplifier is to rapidly reduce the
population inversion and hence the gain at that point by a factor
exp(-f). After the passage of the pulse the inversion repumps
according to:-

dn =R -n/t ' (2)
dt
where R is the pump rate into the upper laser level and T is its
collisionally quenched 1ifetime. If the initial inversion is n,
then the inversion after a repumping time t is given by:-

n(t) =R t+ (n, ~R 1) exp (~t/1) (3)

Multiplying this equation by the gain cross-section o and using the
fact that the undepleted small-signal gain 1s given by g, =Ro71we

find that the gain in the amplifier repumps as:-
g(t) =g, + (g, - g,} exp (-t/1) ’ (4)

Figure C2.4 shows how the gain f{or inversion density) at a point
changes as a train of pulses enter the amplifier. After a time,
which depends upon the pulse separation, a steady-state situation 1s
reached in which the gain depleted by the passage of a pulse {is
equalled by the gain recovery in the time between the pulses. The
gain depletion is given by:-

= g{t) exp (-f) (5)

227

Eliminating g, between (4) and (5), the value for the gain just
before the arrival of the pulse can be expressed in terms of known
parameters and used in (1) to obtain a new differential equation for
the pulse fluence:-

g(t)

Local gain in amplifier
aQ

Time

F1g €2.4 The effect of gazn depletion and repumplng as a pulse train
prop&gates past a point in a repumped amplifier



df =g, 1 -7 (1 -¢

dx (1 - e-f e-tlr)

-af (6)

where t is now the pulse separation. This equation is simple to
integrate numerically to obtain the output fluence per pulse fout as
a function of the input fluence fin‘ The steady-state extraction
efficiency of such a multi-puise amplifier is simply the net output
power divided by the pump power into the upper laser level and is
given by:-

n = fout ~ Tin N
{t/1) gL
Solutions te (6) are easy to obtain and are useful in showing the
broad features of multi-pulse extraction. In practical cases,
however, a more sophisticated model is required to take account of
double-pass ampiification, amplifier transit time, finite pulse
Tength and ASE. -

We have developed a computer model of multiple-pulse extraction which
takes these additional factors into account. The model simulates the
extraction by a train of egqual pulses of a double-pass amplifier of
length L. The amplifier is represented by the exactly equivalent
bidirectional amplifier of length 2L, extracted by two identical
pulse trains travelling in opposite directions. Since the model is
essentially one-dimensional, no attempt was made to finclude ASE
effects.

The amplifier is subdivided into a number N of segments, typically
50. The time step in the code is the transit time of one pulse in
the extracting train through a segment of the amplifier; the pulses

228

are considered as infinitesimally short. tach segment of the
amplifier has two stored values associated with it: the number t, of
the time step at which the segment was last extracted, and the gain
g(te) which remained after extraction.

At ecach time step, the two pulse trains are moved by one segment in
their respective directions. After accounting for any pulses that
enter or leave the amplifier, each pulse that is currently inside the
amplifier is considered in turn. First, the stored values associated
with the occupied segment are used to calculate the current value of
gain, using a form of the repumping equation (4):-

g(t) = g4 + (g,(t,) - g;) exp (-(t-t )/1)

Here gg =gOIN is the small-signal gain of one segment, and t is the
number of the current time-step. The value of gain thus calculated
1s substituted in equation (1), which is solved numerically by a
Runge-Kutta technique to yield the fluence increment, Af, of the
pulse as it traverses the segment in question. The fluence in the
amplified pulse is then fout = fig t AT, Finally, the gain depletion
is calculated, using eguation (5} with an average value of fluence
fay=(fin * fout)/2 1n the exponent. The new value g,(t) and the
current time step t are stored, replacing gL(te) and te'

The first version of the code was used to jnvestigate steady-state
extraction of a continuously-pumped amplifier by an infinite train of
pulses. The mnormalised fluences of pulses emerging from the
amplifier were tested until they converged (after initial
oscillations) to a constant tevel within a pre-defined narrow range.
After the steady state had been reached, equation (7) was used to
calculate the extraction efficiency. Important parameters of the
mode] could be varied from run to runm, in particular the gain-length
produet gL and the gain-to-loss ratio g,/a of the amplifier, the



initial fluence of the pulses in the extracting trains and the
spacing between them. The results of many runs are summarised in Fig
€2.5, which is a plot of extraction efficiency against normalised
output fluence for gL = 6 and g,/a = 15. The figure shows five
curves corresponding to different pulse spacings t, normalised to the
collisional 1ifetime 1t of the upper laser state. Each point is the
steady-state output for a given input fluence, starting on the left
of each curve at fin = 0,001 Esat and doubling for each successive
point. As the time between pulses is increased the output energy is
driven to higher values but the efficiency decreases as expected.
For pulse separations < 0.5 1 the efficiency 1s essentially the same
as the CW efficiency under the same conditions. It is interesting to
note that the gain at peak efficiency is similar for all pulse
separations and depends only on g.t. Preliminary investigation of
the effects of ASE have shown that the problem becomes serious for
pulse separations greater than Tt.

In conclusion, this analysis has shown that high overall efficiency
can be achieved from a continuously pumped pulse amplifier by
extracting energy in a series of pulses with separation about the
gain 1ifetime (typically 2-4 ns in KrF).
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Fig C2.5 Average extraction efficiency versus output energy per pulse
for continuous pulse trains amplifier in a folded amplifier with g L =
5 and gain to loss ratio g,/a = 15. Points are for different input
fluences starting at 0.001 E, and doubling for each point,



C2.3 A SINGLE-MODE KrF OSCILLATOR
J P Partanen, RAL

Krypton fluoride and other excimer lasers have become very usefuil
sources of high peak and average power coherent radiation in the
dltraviolet. The 1linewidths of free-running excimer lasers are,
however, too wide for many applications in nonlinear optics,
spectroscopy and holography. A method widely applied for contreliing
the Tinewidth of these lasers is injection-locking. In this
technique a Tow intensity beam of narrow linewidth from a master
oscillator is injected into the cavity of a high power osciliator.
This forces the power oscillator to lase with a narrow linewidth.
The master oscillator laser in this method frequently uses the same
excimer gain medium with linewidth selective elements in the laser
cavity. The 1linewidth of a master oscillator laser can be
effectively controlled by inserting elements inte the laser cavity
which make the feedback a function of wavelength. Tilted iIntracavity
Fabry-Perot etalons, gratings and prisms have been used in excimer
laser cavities for line narrowing.

Single-mode operation has never been achieved with a discharge-pumped
KrF laser. The main difficulty in mode control with discharge-pumped
excimer lasers arises from the fact that gain exists in the mediunm
for only a short time, due to the discharge collapse. With a longer
excitation time, lower gain may be employed, increasing the number of
cavity roundtrips to reach saturation. The line narrowing elements
are passed more often and their selectivity is fincreased. Long
excitation times with excimer ‘lasers can be achieved using
electron-beam pumping. We have designed and constructed a small
table-top co-axial electron-beam-pumped KrF laser. Using a short
excitation length we were able to keep the single-pass gain small and
allow many roundtrips during the excitation time. Using this laser
and intracavity etalons for 1line narrowing we have demonstrated
single-mode operation of a KrF taser far the first time.

The design of the electron-beam diode and preliminary experiments
with the high voltage charging circuit has been described in last
year's annual report. As shown in Fig C2.6 the charging circuit is
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based on the autotransformer to provide a 200 kV 150 ns voltage
pulse. To protect the thin walled (30um of stainless steel) anode
tube from post closure current heating the series resistors R and R,
and the vacuum spark gap have been added to the secondary circuit.
The vacuum spark gap diverts most of the post closure current away
from the anode. Without this protection the anode tube broke through
after every shot.

The anode tube containing the laser gas mix is connected to a large
reservoir volume and the gas can be circulated between shots. The
laser mix used in experiments was 4 torr of F,, 100 torr of Kr and
1350 torr of Ar.

Because the single-pass gain is low, the laser requires high
reflectivity cavity mirrors (99% and 80%). Reflection losses in the
windows are avoided by having the windows at Brewster angles. Fig
£2.7 shows a photodiode trace of a broad-band laser pulse together
with a trace of the cathode voltage. The length of the laser pulse
is about B0 ns. The time required for the laser beam to grow from
noise can be estimated from the design value of 5 for the single-pass
gain and is about 40 ns. This §s consistent with the pulse shape and
voltage waveforms of Fig C2.7. This build-up time, added to the
pulse length, gives the excitation time of 120 ns. The pulse shape
and the voltage waveform changed slightly from shot to shot. The
pulse energy of a broad-band laser shot was about 1 md.

The advantage of long excitation time and many round trips for line
narrowing can be explained using Fig C2.8 where the transmission
function of a line narrowing element has been plotted after single, 4
and 40 passes. In the case of a Fabry-Perot etalon the linewidth
after n passes is

Y
au, = Y7 - 1k gy, (1)

where Ay, is the single pass linewidth.
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Fig €2.6 The high-voltage transformer circuit for the electron-beam
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Fig €2,7 Oscilloscope trace of the cathode voltage waveform {top,
kV/div) and the laser pulse shape without line narrowing (bottom). The

time scale is 50 ns/div.
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The linewidth of the laser using a cavity without any 1ine-narrowing
elements was measured with a 70 um air-spaced Fabry-Perot etalon and
found to be 20 cm-t. This can be compared to the values of 60-100
cm-! measured on other electron-beam and discharge pumped KrF lasers.
The smalier 1inewidth observed here can be attributed to the lower
single-pass gain (here 5 compared with typically 10%) and the larger
number of roundtrips to reach saturation for our laser. In the case
of a free-running laser, narrowing occurs because the gain profile is
itself a function of frequency.

Singie-mode ocperatfon was achieved using the cavity shown in Fig
C2.9. The 11ne narrowing was done with two intracavity Fabry-Perot
etalons: a 70 pm air-spaced etaion giving a free spectral range of
70 cm-* and a2 3 cm thick solid quartz etalen giving a free spectral
range of 0.llem-:. The finesse of both of the etalons was 15. The
Intracavity etalons were slightly tilted with respect to the axis so
that the reflections were lost from the taser cavity. The line
narrowing s then determined purely by the transmission properties of
the etalons. A 1 mm diameter pinhole was inserted into the cavity
for transverse mode selection. The length of the cavity was 50 cm.

Single-mode operation was verified by two independent diagnostics.
Firstly, a photadiode connected to a fast oscilloscope was used to
record the laser pulse shape. With a few longitudinal modes lasing,
the pulse shape shows strong mode-beating, whereas with a single mode
the output pulse is smooth. Secondly, the linewidth of the laser
beam was studied using a 5 cm air-spaced Fabry-Perot etalon with a
finesse of 20 having a resolution of 0.005 cm-® which was small
enough to resolve the longitudinal mode structure. Fig C2.10 shows
both the photodiode trace of the laser pulse and the ring pattern
from the diagnostic etalon recorded on the same single-mode laser’
shot. In contrast, Fig C2.11 shows the same diagnostics from a
multimode laser shot which was produced when the solfd
intracavity-etalon was changed for another having a thickness of 3
mm. With the cavity of Fig £2.9 single-mode operation was ohserved
with about every second shot.

It was observed that without the pinhole in the cavity, single
longitudinal mode operation could not be achieved. This is because
the peak transmission of the etalon is a function of the angle, and
different transverse modes have different angular structures inside
the laser cavity. The 1 mm pinhole gives a cavity Fresnel number of



2 which 1s probably small enough to select a single transverse mode.

The energy of the single-mode laser pulse was estimated to be about

iud using a calibrated photodiode. This 1s still sufficlent for (Cl)
inJection locking of KrFf power oscillators.
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Fig €2.8 A transmission function f(v) of a line-narrowing element
(a) single pass
I (b) 4 passes
{c} 40 passes
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Fig €2.10 (a) Oscilloscope trace of the pulse waveform (20 ns/div)
Fig €2.9 The optics of the single-mode KrF laser cavity. {b) {f}NEeS obtained from the diagnostic etalon (FSR =
0,lcm in a single-mode laser shot.
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(a)

(b)

Fig €2,11

(a) Oscilloscope trace of the pulse waveform (20 ns/div)
(b) fiinges obtained from the diagnostic etalon (FSR =
O.lcm °) in a laser shot where a few modes were

oscillating,
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C3.1 WORK TO EXTEND THE WAVELENGTH RANGE OF THE PICOSECOND LASER
SYSTEM

J Barr, I N Ross, W Toner

The wavelength coverage of the plcosecond laser system achieved by
frequency doubling and mixing 1s described here. Information on
Raman generation or continuum generation may be found in the CLF
annual report 1986, section C3.2 or in reports on experiments using
these technigues. The major improvement to the wavelength coverage
has been the extension of the synchronously modelocked dye laser
ocperation from 680nm to 760nm.

The general relation between three frequencies in sum frequency
generation is:—

W3=N1+N2

In the degenerate case when Wy = u the process described s
frequency doubling. When frequency mixing the fundamental Nd:YAG
wavelength Al = 1.064um is mixed with either an amplified picosecond
pulse or with a frequency doubled amplified picosecond pulse.

The fundamental range of the synchronously pumped dye laser is from
560nm to 760nm. Amplified energies approaching 500ud are available
over most of this range with up to 1mJ at certain wavelengths, eg
590nm. By frequency doubling the wavelength range 280mm to 380nm can
be reached. Typical conversion efficiencies are ~ 10% giving
normally 1 ~ 50ud per pulse. Mixing an amplified picosecond pulse
with the ~ 3ns fundamental Nd:YAG wavelength is possible since the
peak powers are comparable (v 100MW). This enables the range 366nm
to 443nm to be reached. Up to 25uJ has been generated at 435nm and
better than 15ud over 425nm to 442nm. By frequency doubling the
amplified picosecond pulse and mixing with 1.064um the wavelength
range 222nm to 280nm can be reached. To date only 248nm has been
generated by this method giving between 10-20pd. The above
information is summarised in figure C3.1.
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Further extensions to the tuning range are possible 1f required. The
synchronously modelocked dye laser wavelength coverage could be
extended to perhaps 880nm (Styryl 9M). In this way the frequency
doubling range would be 280nm-440nm while the mixing range could be
366nm to 482nm. Recent fimprovements in the range of noniinear
optical crystals -available could help to improve conversion
efficiencies. For example toe reach the shortest wavelengths around
220nm requires the use of potassium pentaborate which 1is very
inefficient. The new crystal Beta Barium Borate (BBB) can reach
wavelengths as short as 20lnm by mixing doubled dye at 65lnm with
532nm. BBB has a high damage threshold (106Wcm"2 for 20ps ruby
pulse) and is transparent down to 190nm. The relevant nonlinear
coefficient is dj; = (4.10 + 0.2)d445(KDP) from reference (C3.1)
promising efficient conversion for phase match angles far from the
50° phase match angle.

C3.2 A SINGLE SHOT SPECTRUM ANALYSER
J R M Barr (RAL), P Zirngast (Portsmouth Polytechnic)

Many optical experiments require measurements of the spatial
distribution of laser intensity. This may be the spatlal profile of
the laser beam or the spectral power distribution after the beam has
been dispersed by a diffraction grating. In this work a prototype
system was developed, using photo-diode arrays, which was capable of
recording the spatial distribution of a repetatively pulsed laser
system on a single shot basis. ‘

The prototype system was designed to demonstrate that a pulsed laser
can be synchronised with a photodiode array and the output of the
array digitised and stored on a computer. The design finally adopted
is shown in Figure C3.2. The mode of operation was constrained by
the available ADC (SR245) which operated at a maxinum 2kHz
digitisation rate. Since ADC's which operate at rates up to ~ 100kHz
are commercially available the final system will probably be limited
by the memory to disc storage time of the computer. A master
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oscillator at 6kHz controlled the whole system. The diode array
(EG&G Reticon RL128G) was clocked at 6kHz and the data was output
serfally via a sample and hold also at 6kHz. A divide by 3 circuit
provided a 2kHz signal to drive the ADC synchronously with the diode
array output. Thus only the output from 1 in 3 diodes from the array
was digitised. This restriction could be removed by utilising a
faster ADC. The 6kHz signal was also counted down to 40Hz and 10Hz.
The 10Hz sfgnal (with appropriate delays) was used to fire the laser
system just before a diode scan start signal which occurred at 40Hz.
The diode array was scanned four times to each laser shot to reduce
the dark leakage current noise to below 1%.

6 kH2 CLOCK RL128GQ FROM
-
LASER
OSCILATOR 6kHz | hiopE ARRAY AS
Y ARRAY VIDEO
STRT | | ouT
Y
~ 150 40H2
ADC B
2kHz ext.
+ 3 > IBM COM R
CLOCK  SR245 cPiB BM COMPUTE
= 600 10H2 |
Nd: YAG OPTICAL SIGNAL
LASER TO DIODE ARRAY

€3.2 Schematic diagram of the diode array data acquisition system.
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(b):

C3.3 (&) The spectrum of the hybridly modelocked dye laser operating
at7600nm. The spectrum is averaged over approximately 2x106
pulses.

{(b) The spectrum of a single pulse from the hybridly modelocked:

dye laser acquired as described in the text.



To demonstrate the usefulness of such a system the spectrum of a
hybridly modelocked dye laser was examined on a single shot basis.
Normally such a system produces an 82 MHz train of pulses so spectral
measurements involve an average over the response time of the
detector and involve many thousand pulses. In order to isolate a
single pulse that pulse was amplified to several hundred pJ at 10Hz
in a dye amplifier. The spectrum of such a pulse is shown in figure
C3.3b while figure C3.3a shows an average over v 2 X 106 pulses.
Clearly the single shot spectrum is radically different from. the
average.

To completely characterise a pulse from a modelocked laser both the
spectral and temporal profiles should be measured. Such a system
based on the single shot data acquisition system described here fis
under development.

3.3 PULSE SHORTENING TECHNIQUES
J Barr, I N Ross

Hybrid modelocking provides a simple method to shorten the pulse
length from a synchronousty modelocked dye laser. With the methods
described here pulses as short as 300 + 50 fs have been obtained
using a linear cavity uncompensated for dispersion. Additionally a
small quantity of a saturable absorber added to a cavity dumped
synchronously modelocked dye laser shortens the pulse length from ~
12ps to ~ 3 ps with near transform limited performance.

In the hybrid modelocking scheme adopted here the gain medium (R6G, 2
x 1073M) and the saturable absorber (DQOCI 10 M) were added to
ethylene glycol 1in the same circulator. The dye Tlaser was an
unmodified spectra physics 3758 with 30% output coupling at 600nm,
The bandwidth selecting element was a tuning wedge (Spectra Physics
570B) which in the standard synchronous modelocking case enabled
pulses as short as 4ps to be generated. These pulses were distinctly
non transform Jimited indicating that shorter pulses should be
achievable. Adding the saturable dye (DQOCI} enabled pulses with
autocorrelation function durations of 0.5ps to be produced when the

cacity length was correctly adjusted. The deconvolved pulse length
15 in the range 250fs to 350fs assuming respectively either a single
sided exponential pulse shape or a Gaussian pulse shape. A typical
autocorrelation trace is shawn in figure C3.4. With an average pump
power of 550mW the output was 60mW at 600nm. The subpicosecond pulse
duration was maintained over a tuning range 585nm - 616nm. This was

1imited at the short wavelength end by the appearance of satelite
pulses and at the long wavelength end by the laser output becoming
unstable.
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C3.4 The autocorrolation trace of a hybridly modelocked dye laser.
One large division represents 0.625 ps. The deconvolved pulse

length is 350 fs assuming a Gaussian pulse shape.



In a separate experiment the spectral characteristics of a hybridly
modelocked dye laser operating at 600nm with an autocorrelation
function of 0.875ps was investigated. The time averaged spectrum was
measured and is shown 1in figure £3.3(a). It was assymetric
indicating either a frequency chirp or fluctuations in carrier
frequency. The laser bandwidth (FWHM) was 1.5 x 1012Hz and assuming
Fourier transform limited behaviour the corresponding pulse widths
are displayed in table C3.1. Clearly none of these pulse lengths
correspond to the measured value which was in the range 437fs to
613fs. The problem is partially resolved by generating the single
shot spectrum of the hybridly mode locked dye taser. This was done
by amplifying a single pulse in a dye amplifier at 10Hz so that most
of the average power was contained in the amplified pulse rather than
the CW background. Thus the spectrum observed corresponded to a
single pulse. An exam?;e is shown in figure C3.3(b). The FWHM of
this trace was 0.5 x 10" “Hz. Other values observed ranged from 0.375
x 101%Hz to 0.75 x 10%2%Hz with a mean of (5.5 + 1.2) x 10'! Hz.
Table £3.1 shows the various pulse lengths as a function of pulse
shape which have bandwidths corresponding to this value. The only
agreement occurs if a sech® shape is assumed for both spectrum and
bandwidth. Averaging the spectra over many shots results in a
similar shaped curve to figure C3.3(a) so the assymetry is assumed to
result from frequency jitter. The problem is only partially resolved
because the autocorrelation trace is camposed of an average over many
shots which can lead to the measured pulse length being too short.
To investigate this feature of synchronously moadelocked lasers more
fully single shot measurements of pulse length and spectrum will have
to be made. The cause of the frequency fluctuations is prabably
related to the instabilities in pulse formation in synchronously
modelocked lasers due to spontaneous emission as predicted by
Catherall and New (C3.2}.
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Table £3.1
bandwidth Pulse length (fs)
single sided sech Gaussian
exponential
(0.441) (0.315) (0.159}
12
1.5x10 HZ 294 210 106
11
5.5x10 HZ 802 573 gﬁgs

Pulse length in femtoseconds corresponding to various pulse shapes.
The time bandwidth product is in brackets.

C3.4 A SECOND PICOSECOND DYE OSCILLATOR
J R M Barr, I N Ross, Li Ming Zang

Typically 400-500 mW average power at 532 nm is required to pump a
synchronously modelocked dye laser. The spectra Physics modelocked
Nd:YAG laser can provide up to 1.1 W average pewer at 532 nm. A
logical method of pumping a second modelocked dye laser is simply to
divide the available pump power between two dye lasers. An increased
experimental workload could be achieved for example, by carrying out
a two wavelength pump probe experiment simultaneously with a streak
camera experiment using a cavity dumped dye laser. Alternatively
experiments requiring two synchronocusly pumped modelocked dye lasers
such as time resolved inverse Raman spectroscopy could be carried
out. At present the second synchronously pumped dye laser is being
used for development work.

The schematic of the the Taser systems is shown in figure C3.5. A
nominal 50% beam splitter divides the beam from the Nd:YAG laser into
two. The original dye laser operates normally. The second
oscillator is sited in an adjacent laboratery and the output of the
frequency doubled Nd:YAG taser is image relayed to the dye oscillator
using an f = 1.0 m 1ens. While a pump power of up to 550 mW has been
used, normally 500 mW is adequate.



PICOSECOND  EXPERIMENTS

)
Various dyes, (R6G, 2x10-3M; DCM, 1.5x10-%M; Pyridine 2, 1.9x10-3M) 532nm, 1
have been tried in the synchronously pumped dye laser in order to
test its performance. In each case average powers of 100 n¥ and SECOND PICOSECOND) %E‘éSEEE’_‘E
typical pulse lengths » 3 ps were obtained. No cross coerrolation DYE LASER, LASER | ™ PULSED
measurements between the two synchronously pumped dye laser has been E | oW, DYE
carried out so0 the relative timing jitter is unknown. MODEL OCKEL] AMPLIFIER
Nd YAG
cps . . . LASER
A dye amplifier designed to operate at 746 nm has been built. This
is intended to provide sufficient energy at 248.7 nm by efficiently Q SWITCHED
frequency tripling 746nm to seed a KrF excimer amplifier. The L Nd YAG
amplifier layout is shown in figure C3.6. The amplifier is pumped by LASER
a Lumonics excimer laser (70 mJ, 6ns). Three dye cells (Lambda
Physik) are transversely pumped by 5 mJ, 4 mJ, and 28 ml
respectively, The dye is Rhodamine 700 1In each cell with
concentrations of 500mg 1_1 in stages I and IT and 50mg 1"1 in the
final stage. ASE rejection 1is achieved using a combination of LASER DEVELOPMENT LABORATORY PICOSECOND LABORATORY
spatial and spectral filters. A 100 um pinhole isolates the first L.S.F LAB E. LSF LAB O
stage from the second stage while a dichroic filter transmitting at
746 nm rejects most of the ASE which peaks at ~ 720 nm. A single ~ 3 €3.5 Schematic of the layout used to pump two synchronously modelocked

picosecond, 1 nJ pulse from the synchronously pumped dye laser
injected into the amplifier can be amplified to approximately 330 uJd
per pulse with an ASE background of ~ 30 wJ. Frequency doubling to
373 nm yields 25 pd/pulse and mixing 373 nm with 746 nm gave n 5 W M; BS, BS» HR

dye lasers using & single pump source.

per pulse at 248.6 nm.
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Fig C3.6 Layout of the picosecond dye amplifier system. SI-input;
SO0-cutput; PI-pump input; Ll N I.4 lenses of focal length
400mm, -300mm, 200mm, 500mm respectively; Ml' HZ mirrors; BSI’

BSZ beam splitters; HR high reflector; CLI’ CL2,'CQ3 cylindrical

219 lenses of focal length 100mm; DCI, DCz, DCB dye celis; AP

aperture; PH pinhole ¢ = 100um; F dichroic filter; PR

polarising prism; XA - quarter wave plate.
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C4.1 SPIN COATING DEVELOPMENTS
I N Ross and A Bergey
C4.1.1 Introduction

A new and especially simple technigue for antirefiection coating has
recently been developed at the Lawrence Livermore Natjonal Laboratory
(C4.1). It is deposited from colloidal silica suspension using a
spin or dip technigue and results in a low average density (effective
refractive index = 1.23} coating which 1s an almost ideal single
layer antireflection coating for materfals with refractive indices 1n
the range 1.45 to 1.55. This includes silica, many glasses, crystals
such as water soluble KDP and plastics. The particle size of the
normal colloidal silica is about 20 nm making 7t useable (without
excessive scatter) down to the wavelength of the ArF laser (193 nm)
and the damage threshold has been shown to be as high as that of the
substrate in many cases. T7This section reports a programme of work
which has been directed towards proper assessment of the COLSI
coating and development of its potential.

SUBSTRATE (ng)

FOR ZERO REFLECTMITY, n=/ng =125

AND nt = A/4

C4.1 Colloidal silica antireflection layer.

C4.1.2 Assessment of the basic coating

A spin coating facility has been established and we now have
considerable experience in COLSI coating technmiques. Figure C4.1
shows a schematic of the COLSI coating while Fig C4.2 demonstrates
jts performance on different substrates and at different wavelengths.
Typical residual reflectivity on quartz and glass is 0.2% vper
surface. Table C4.1 shows a variety of damage threshold measurements
demonstrating the high power capability of these coatings. We note
in particular that COLSI has damage thresholds higher than
conventional evaporated coatings by a factor of 2 at 1lum and a factor
of 3-4 at 0.2bum.

Table C4.2 lists the advantages and disadvantages of COLSI coatings.

.Further development has been directed to overcoming the disadvantages

and investigating some possibilities for generating high reflection
coatings using COLSI.
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c4.2 Performance of colloidal silica antiréflection coating on glass,

fused silica and KDP substrates.



DAMAGE THRESHOLD I .
T/cm? -
DAMAGE - THRE SHOLD < . ADVANTAGE S DIS ADVANTAGESS
ME ASUREMENTS A=1ym A=0-25um;t=10ns
' . _ 1) Low reflectivity single layer coating tfor 1] Fragile - no mechanicat contaet possible .
t=1ns t=04ns : " glass, silica and KDP
BK7 SUbStrGte-luncmtEd, 12 . 2} High domage threshold 2} Vuinerable to contamination in vacuum sysiems!
Evaporated AR coating on BK7 [eryolite) 7
3} 200nm to >190nm
COLSI coating on BK? ‘ ' 13
b—ro 4) Brood bandwidth ~ 30%
Uncoated KDP T 13 _
51 Low cost spin process
COLS! coated KDP 10 6 Easily removed and recoated
Fresh COLSI ceating on glass 1BK7) 2 71 Useable on any well polished substrate
COLSI coating on BK7 - afler 20 including water sotuble crystals.
6 months
Silica substrate (Uncoated) 17
COLSI coating on silica wsing 2 £4.1.3 Spin Overcoating
undistilled material )
. I ' A 'half-wave' overcoating of any transparent dielectric material with
CO.LSI r.:ou_hng on silica 8 a continuous structure will improve the abrasion resistance of the
using  distilled material coating and prevent contaminants getting into the COLSI layer without
Evaporated AR coating on silica {various) 1—2:5 increasing the surface reﬂecti.v‘ity. A number of materials have been
5 ' investigated for spin overcoating. A suitable material must be hard
_COLSI + overcoating : on BK7 glass and 1insoluble in one of the normal cleaning solvents, have "Iow
7nsS 15 absorption and high damage .threshold, must not give a porous coating,
Al 5 ) must not sink inte the underiying COLSI layer and must spin coat to a
2 03 uniformly thick layer with contralled thickness and low scatter. The
Th Fy 10 most successful results to date have been for PM10, a proprietry
Mg F 15 electron beam resist material. This material 7s spun coated .?nd
2 <1 ‘ baked, the baking process resulting in a cross-linked polymer which
Zr 04 . is hard and is insoluble 1in alcohol. Figure C4.3 shows trje
performance of COLSI with PM10 overcoat. The small increase in
; reflectivity is caused by slight Incursion of the PM10 into the COLSI
L I = =
igksed_ c20hc.1tedc,"r(:)c:nc’:mm|nuted‘ and s layer and this, together with some absorption in the ultraviolet (v
I ' ) 1% per surface @ 250nm) make PM10 unsuitable for use below 300nm.
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Damage threshold measurements have been made at a wavelength of 1 um
and for 1 ns pulses. Sing]e shot thresholds of 18J/cm2 and multiple
shot thresholds of 20J/cm” indicate very 1ittle reduction due to the
overcoating. A three week contamination test in one of the main
target chambers increased the reflectivity by only 0.3 + 0.6% per
surface showing the effectiveness of the protective overcoating.

C4.1.4 Water film deposited overcoating

We have not found a material which is both suitable for ultraviolet
operation and will spin coat onto COLSI without degrading the
antireflection properties of the coating. A promising material has
been found (a commercial glass resin GRE50) which has very low
absorption at a wavelength of 250 nm but which sinks into the coLsI
during the spin coating process. An alternative technigque has been
tried and looks promising. This is a technique , already used for
generating thin polymer films, in which a droplet of polymer solution
spreads out on a water surface and dries to form a uniform thin film.
This film can then be transferred onto the substrate by raising the
substrate through the water surface. Fig C4.4 shows that such an
overcoating 1s possible onto COLSI and does not increase the surface
reflectivity for a 'half-wave' layer.

C4.1.5 KDP protective coating

As a water soluble crystal KDP suffers atmaspheric degradation over 2
period of time. Due to this degradation and the difficulty in
polishing such a soft crystal there is generally a considerable
scatter loss. A protective spin coating will in principle eliminate
both of these defects by sealing the surface against attack by
atmospheric moisture and 1f it has the same refractive index as the
crystal, by 'filling up' the surface microstructure to produce a
smooth interface. The proposal was tested using PM10 resist as the
protective coating. A good gquality XDP crystal was coated and placed
in a high humidity environment. No increase in scatter was observed
over a four week test perfod. A second crystal with high scatter
loss (20%) was coated. The scatter loss was reduced to = 10%,
showing a factor of two improvement.
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C4.4 Performance of GR650 protective overcoating.



It has also proven possible to overcoat this PM10 coating with COLSI ’ /"

to reduce the surface reflection losses and enable a stand-alone o Mung— T T MELECTRICHNG)
crystal with Tow loss and high envirormental durability. Crystals Ain - — ;‘i’:}?r’ﬁﬁﬁ;f‘»’;yé’f;f “ 8 %egg®,2 COLSI{n =1.25)
coated in this way had surface reflectivities between 0.5 and 1% and Y S

damage thresholds at 1 um of ltle/<:rn2 single shot and Z(JJ/c:m2 wultiple . / SUBSIRATE [ng)

shot {low level working up in power).

C4.1.6 Multilayer reflectors using COLSI L LAYER €O
fa}t sop ng= 13

The uniquely low effective refractive index of colloidal silica (n =

1.23) coupled te the high indices of evaporated coatings would seem ’ 170' _LAYER @ £5°

to offer high potential for efficient high reflection coatings. A 5 60} ns =15

number of COLSI-coated plates were overceated by evaporation to ’ ' §_—50 2- LA‘fF1R500°

generate a simple twe layer reflecting stack for normal incidence, 8k s

and a four layer stack for normal incidence. Fig C4.5 shows that the ’&6‘-0'

measured reflectivities of these coatings come very close to what is §530_ X - MEASURED VALVES

achievable theoretically. We note in particular that more than 50% Z W

reflectivity was achieved at normal dincidence with a two layer O @201

coating and more than 75% was achieved with a four layer coating. "6 18 20 22 2% 26
C4.2  ACHROMATIC F/2 STREAK CAMERA IMAGE RELAY OPTICS - REFRACTIVE INDEX ng —

b} sor
I N Ross, W T Toner, E M Madraszek ' 70 /\L-LAYER‘ZHS/COL'SHZIGLASS
' ' ‘ 60 . .
£4.2.1 Introduction r )
1 sot /\ 2-LAYER ZnSe/COLS!/ GLASS
=
A str‘eak. camera has.formed an essentia! part of tr‘we picosecond laser Em _ ) /\ 2 LAYER ZnS/ COLSI/GLASS
facilities especially for experiments using fluorescence = 30t ,
spectroscopy. Such experiments may reguire simuitaneous time %E '
resolution of an ultraviolet pump pulse and a broad band fluorescence EEZD“' /_\ 2-LAYER ZrD/COLSI/GLASS
spectrum at visible wavelengths. Existing streak camera input optics a0t
were not able to provide sufficient resolution over such a spectral o
spread and were very inefficient at ultraviolet wavelengths. The 200 300 400 500 600 700 BOO 9001000
objective of this design study was to find a suitable scheme for WAVELENGTH [M nin s
imaging a s1it onto a streak tube with a simultaneous resolution of < b ‘
20um for all wavelengths from 250nm to 80Omnm and with as high a C4.5 Reflecting coatings using COLSI and evaporated materials.

numerical aperture as possible. It was also felt to be desirable to

have good resclution aleng the sl1it. L
(a) Varietion of the reflectivity of two and four layer coatings

with the refractive index of the evaporated layer

(b) Measured wavelength dependence of multilayer coatings.
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C4.2.2 Desian

The requirements called for an all mirror design, while the
requirements for a line focus with 1 to 1 magnification suggested the
possibility of an off-axis mirror system, already shown to be
effective as a generator of high quality line foci for X-ray laser
studies.

The selected scheme follows the principal represented in Fig C4.6.
Ray tracing calculations were carried out to optimise the scheme. If
the image width corresponding to the geometrical parameters a, R,
N.A. is Ala,R,N.A.) then, to a reasonable approximation:-

Ala,R,N.A.) = 0.3 R (NA)E

LARGE
SPHERICAL
MRROR
RADIUS(R)

OBJECT SLIT

. |
:SE,"@EF%BALE | COMMON CENTRE

MIRROR T OF
- | CURVATURE

X IMAGE SLIT.
I
|

C4.6 Design aschematic for atresk camere imsge relay optica.
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where for minimum A, a 15 reduced to a minimum compatible with the
geometry, and this minimum value of a is given by: a = R.(N.A.)

and where the small mirrer radius is kept optimum.

For a requirement that A £ 20 um for all points along a strafght slit
of length 20 mm, and for geometries that were compatible with: the
Dellistreak camera, the maximum useable numerical aperture was found
to be = 0.25. Having established the feasibility of the proposed
arrangement and the basic geometry calculated for optimum
performance, a mechanical design was sought to fntegrate the optics
inte the streak camera in a way which would allow adjustment and
assessment of the optics prior to its attachment to the camera. Fig
C4.7 indicates the scheme as used for the prototype assembly.

CONCAVE

STREAK
TUBE

CONVEX
MIRRQR

C4.7 Prototype assembly for streak camera image relay optics.
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C4.2.3 Assessment of performance of prototype
C4.2.3 A

Prior to 1ts use on the streak camera the optics were set up for best
performance in the design mount. A resplution of = 20um was
observed, using a He Ne 1laser 1{lluminating the full numerical
aperture, over & field size ~ 1 cm in the transverse and axial
directions and a field size of »~» 2 cm in the vertical direction
{along the slit direction). Because of the inherent astigmatism of
the system, focussing could be optimised for best resolution
transverse to or along the s1it but not both. At the best compronise
focus the resolution was = 20 um 1in both vertfcal and horizontal
directions.

The final design Tnvolved five mirror reflections, two having been
added to previde a convenient geometry. HgFZ overcoated aluminium
was used on all mirrors to give best integrated refiectivity from
250nm to 800nm. This deslign did not of course give maximum
throughput for a particular wavelength. The measured transmission
was approx 50% which was as expected for the type of reflectors
used.

c4.2.3 B

The new input optical system was transferred to a Dellistrique streak
camera and tests carried out to assess the resolution of the compiete
system. Fig C4.8 shows a streaked image of a very short duratfon
pulse (v 5Sps) together with an intensity profile in the streak
direction. The secondary pulses are time markers from an etalon.
Measured pusle width was = 250un corresponding to an input s1it width
of 100um. Static focussing tests demonstrated that this was 11mited
by the camera not the input optics.

Referances

C4.1 I M Thomas, Applfed Optics 25, 1481 (1986). le-1mm =l

C4.8 Performance of streak camera with new image relay optics.
Secondary pulses are time markers generated by etalon
245 raflections,
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€5.1 MONOCHROMATIC X-RAY PINHDLE STREAK CAMERA
P Norreys (Royal Holloway and Bedford New College), A Cole,
A Ridgeley, A Damerell (RAL)

Two—dimensional monochromatic imaging of X-rays can be achieved by
combining an X-ray pinhole camera with a multilayer mirror (C5.1,
C5.2). The advantages of using 2 multilayer mirror over a crystal
for monochromatic imaging with a pinhole are:

1. The mirror has a low resolution - this 'smooths out' out fine
structure in the spectrum.

2. The mirror has a higher integrated reflectivity coefficfent
than crystals (x10¢) giving much brighter images.

3. Correct choice of layer thickness can lead to a very compact
instrument which is important in a 12 beam target chamber,

The greatly improved contrast between the X-ray emitter and the
background emission from the plastic allows a direct observation of
the burn through to a buried layer if time resolution is incorporated
into the monochromatic pinhole camera.

Figure C5.1 shows the monochromatic X-ray pinhole streak camera. The
multilayer mirror used was a tungsten/carbon mirror consisting of 50
layers with a 2d spacing 43.2A. The resalution of the mirror has
been measured and found to be A/6A = 45 (C5.3).

The mirror has a range of motion of 5-35 mm from the direct optical
axis of the Instrument, giving a range of incident angles from
1,7° » 12.0° to the mirror surface. This corresponds to a wavelength
range of 1.3 - 9.0A for this multilayered structure. The mirror
motion is independent of the pinhole assembly, so that movement of
the pinhole does not affect the position of the dispersed spectrum at
the streak camera photocathode plane. The holder has two manual tilt
adjustments to pasition the mirror correctly.

The s1it jaws have independent motions aliowing one s1it to be placed
on the desired part of the spectrum and the other clased down on it.
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INDEPENDENTLY STREAK CAMERA

MOVING SLIT JAWS ET;,LCEA%_.OR HOUSING
ADJUSTABLE TIME
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€5.1 A time resolving monochromatic X-ray imaging device.
D/R =10.
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Streak camera image of aluminium coated balloon with a plastic

overcoat of 1.5um thickness.



The instrument needs to be light tight and this 1s provided by the
1light baffle.

A test was conducted on VULCAN's 12 beam target chamber to determine
if the instrument could resolve spatially non-uniform ablation and
whether any commissioning changes were necessary.

The instrument was aligned by the following procedure. The streak
camera was removed from its housing and a mercury lamp was set up to
illuminate the s1it jaws. The pinholes were removed and the virtual
image of the s1it Jaws from the multitayer mirror was imaged by a
Questor telescope. The jaws had previously been positioned aver the
correct spectral region. The telescope was adjusted so that the slit
Jaws, target and the cross wires in the telescope eyepiece were in
the same plane. The pinholes were then reinserted and positioned in
exactly this plane. The technique was found to be reliabie and
extremely accurate.

Two types of X-ray emitters were selected for the experiment. They
were SeTenfum which has a bright L shell emission from 7 - BA and
Aluminium which has Hem and Lz 1ines at 7.8 and 7.1A respectively.

Figure C5.2 shows a monochromatic streaked image of an aluminium
coated solid plastic microballoon. There was 1.5 um of N paralyene
overcoated onto the aluminfum. The diameter of the balloon was 150
um and the absorbed irradiance was 1 x 10'* Wem-2. The horizontal
beams were blocked in this shot so only the top and bottom of the
balloon showed any burn through. Figure C5.3 shows a
microdensitometer tracing of the streaked image.

Selenium was found to be a more suitable material for imaging because
the broad L-shell emission allowed the image to be positioned very
easily, whereas the aluminium targets Jjust had the emission line
visible.

After this experiment, the mirror motion was Tncreased, 1ight
baffiing improved and a timing fidicual added to give the uniformity
of the mass ablation rate.
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£5.2  SPACE RESOLVED X-RAY SPECTROSCOPY
B S Fraenkel (Hebrew University of Jerusalem)

The purpose of this research is to obtain monochromatic images of the
laser produced plasma, in the X-ray wavelength. The images would be
undistorted two dimensional pictures of the plasma, a separate
picture for each emitted wavelength. Such images can give the time
integrated ion distribution of each of the species of the variously
ionized and excited ions in the laser produced plasma, providing that
those species emit X-rays.

Two ways are known to obtain such images, the double reflection
method in a single crystal (C5.4), and the double reflection through
two crossed cystals, in series (C5.5, C5.6).

The double reflection method in a single crystal is explained in the
following way: Assuming an X-ray point source is placed above a
plane hor{zontal crystal, with the plane being a crystal reflection
plane, a cone of reflection will be formed for each wavelength
emitted from the source. However, there exist crystal planes which
are forbidden planes, and will not reflect radiation for
crystallographic reasons. There exist, however, crystals of special
symmetries, which would reflect in this case along one or several
sharply defined directions in the cone. This effect, called the
Renninger effect (C5.7), would yfeld a sharp beam reflected from the
point source. Such a beam would be seen as a point on a film held
perpendicular to t. A point would thus yield a point, a Tine would
yield a line, and a monachromatic source of any form will yield In
this process the same two dimensional form on the film. A
polychromatic source will yleld a series of 1mages, showing the
distribution of each of the X-ray emitting ifons in the source. The
whole process is possible when a double reflection in the crystal
simulates the forbidden reflection, along sharp predetermined
directions (£5.4). Involved are, therefore, two allowed reflection
planes, and a forbidden reflection plane.

A good crystal at a short
This would

The spatial resolution is of finterest.
wavelength has a diffraction width of two seconds of arc.
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yield a resolution of one micron when the distance from the source to
the film is 10 cm.

Spatfal resolution of laser produced plasmas has been achieved
(C5.8), but in the wavelength range from 1 to § A only. This has
been done with Ge and Si crystals. The Tongest wavelength with
doubie reflections which may be reached with these crystals s about
5.3A.

There exists an interest to extend fhe'wave1ength range to longer
wavelengths, where high X-ray intensities may be obtained from the
1.p.p. - e.g., the He-1ike resonance lines of Al.

Working at long wavelengths calls for crystals of small absorption
factors - e.g., organic crystals. It is quite a task to find
appropriate crystals for the one crysta? double reflection method,
while 1t seems to be easier to work with two crossed crystals with
well known big "d" -s. However, the advantage of using the one
crystal method 1s the potential of locating the single crystal and
the detector closer to the X-ray source, with attendant improved
spatial resolution2?. Also, "surface broadening” would be half that
of the two crystal method. i

The double reflection in two crossed crystal method involves two
planes of relection, each containing the incoming and the outgoing
beam. Usually the term "crossed crystals" means that the planes of
reflection are perpendicular to each other. However, this would
diminish intesity in many cases because of the polarization factor.
This may be avoided by varing the angle between the planes of
reflection, with some Toss of spatial resolution. It has been found
that for a given diffraction broadening AB the following broadenings
would be expected as function of the angle between the plames of
reflection.

90® 42° ap° 190 14¢
1.5A8 2A0 _3A8 440

Angle
Broadening A8

In this range of angles the broadening will be independent of the
Bragg angle, except for the value of the A8 itself.



Crystals were prepared for the two experiments.

Potassium Hydrogen Phthalate (KAP) has two strong reflections:
(0,1,0) and (1,1,1). The reflection (1,0,1) is forbidden. But this
reflection is the sum of (1,1,1) and (0,-1,0), which {s the same
reflection as (0,1,0). Therefore double reflections of considerable
intensity should be obtainable. We calculated that this double
reflection can extend to 10A. A crystal was prepared, with its
surface parallel to the (1,0,1) plane. It is intended to work with
it on the Al highly ionized 1ines.

The two crystal experiment is5 being prepared with two Beryllium
Alumininium Metasilicate crystals (Beryil) which can give reflections
up to 15A.

The adjustment experiments did not succeed on the laser source
itself, and the crystals are now being tested and adjusted in the
laboratory of X-ray and V.U.V. spectroscopy at the Racah Institute of
Physics, the Hebrew University in Jerusalem.

5.3 MONOCHROMATIC IMAGING USING A DOUBLE CRYSTAL SPECTROMETER
C Lewis, Queen's University Belfast
Introduction

The basic geometry associated with a double crystal spectrometer
providing 2-0 spatial resolution at each emission wavelength of an
X-ray source is described. The advantages and disadvantages of such
a device compared to double reflection in a single crystal, single
crystals with a space-resolving slit and pinhole cameras with
broadband wmultilayer filter reflectors will be discussed elsewhere.
The present device is expected to be most useful when the source is
large (= 100um) and 2= 10um resolution is adequate. The final image
is comparable to the source size and typically requires a black-body
equivalent emission temperature of 100-200 eV for recording on DEF
X-ray film at an imaging photon energy of = 2 keV assuming the
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emission 1ine width does not significantly degrade the spatial
resolution,

Principle of Instrument

The spectrometer s based on the principle that a Bragg X-ray crystal
reflects radfation at a particular wavelength emitted by a
quasi-point source only over a marrow angular range determined by the
crystal rocking curve {typically A8 n 10-*% rad). Using two crystals
in tandem but each reflecting in orthogomal ptanes only a narrow
bundle of rays with solid angle AD ~ AG% can reach the detector at a
total ray path length distance 1. The guasi-point is recorded as a
feature of scale length 1A8 and other emitting points are recorded as
displaced features in a 1:1 mapping with a 2-0 spatial resolution of
n1AB in the object plane. If the emission 1ine width AA is large
then spectral smearing through dispersion can degrade the resolution
further. Using wavelengths close to the crystal d-spacing this limit
sets AN s dAB. An analysis of the geometry shows that the
orientatfons of the crystals can be arranged such that a wide
wavelength coverage is simultanecusly possible with small crystal
dimensions and hence the possibility of designing a compact
Instrument.

Geometry of Instrument

The geometry 1s illustrated in Fig C5.4 where S 1s the X-ray emission
source, one Bragg crystal lies with a reflecting surface in the xy
plane and a second crystal has its reflecting surface rotated an
angle o out of the Xy plane. A ray representing wavelength ho is
incident o the first crystal at point C and 1ies in the xz plane. It
1s described by the unit vector ID and will be referred to as the
central ray. After Bragg reflection at an angle 90 given by Ao = 2d
sinBo it travels in the unit vector To direction. T_ can lie
anywhere on the surface of a cone determined by the azimuth angle ﬁu'
We define & = 0 1f the second crystal normal n, lies in the same
plane {xz) as the first crystal normal and has a positive k
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geometry and symbels discussed in text where § is the
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imaged by the two folded crystals.
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component. For the special case @°= 90° the dispersion planes for
each reflection are orthogonal and space resolution of the source 5
in a plane perpendicular to ID is possible for the wavelength hu in

orthogonal directions. To satisfy the general case we can write:-

Iy

cosB, 1 - sin g, k

ng=k

and n, = [-sing cosB (1 + cosd )11 - cosB sind j +
[cos?8 (1 + cosd )} - 11 k

Then Ro = Io + ZsinBOn1 and T0 = Ro + 251nB°n2. The folding angle a
between the crystal surfaces i1s then glven by cosa = “Nj.ny = 1 -
coszectl + cosio) and the deviation angle of the emergent ray bundle
¢ is given by coso, = Io'To =1 - 51n2290(1 + cos® ). Thus two
crystals can be folded for any central ray wavelength ho to undergo
two refliections although in practice Bo < 459 15 a condition that
must be satisfied for the emergent ray to escape without striking the
first crystal again. Referring to Fig C5.4 we can now examine what
happens to a ray I representing A = Ay which 1s incident on the first
crystat at an angle 8 defined by A .= 2dsinB. We can specify this
point, X, on the xy plane with the angles B and ¥. The incident ray
direction is

I = (cosBcos¥)i + (cosBs*nW]J - 5inB k

and the reflected ray direction s R=1 + Zsinan1 with n = k. If
the ray R 1s to reflect of the second crystal also we must have sin8
= -R.n, where ny is as before for 8,- This condition implies that 8,
¥ and 8, are connected through tang = (sineocosw + fsin¥)/cos8, where
f = sin@ol(l + cosio). Inspection of the triangles defined by SOCX

251

\
N

: N\

0 20 30 40 50 60 Gdeg 80 90.

C5.5

¥ L L) L L T L) r

Eo=Ao/2d 11'0

Generalised angles appropriate to design of instrument for any
A,/2d ratio.
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5.8

Schematic of possible practical device. The film plane F is

contained in a part which does not see the'plasma source
directly and is normal to the emergent central ray of wavelength
ho. Distance §-C-F is typically ~ l0cm. Insert depicts imsge
positions of a gquare source emitting st 3 different wavelengths
the azimuth angle g, = 909,
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in Fig C5.4 shows that this is equivalent tou making the angle B,
which defines the first crystal useful surface points in the xy
plane, such that tanB = sing .. = [{f* + sin'ao)l(f' + 1)1/t 15 a
straight 1ine and that physically the two crystals require one
dimension to be not much larger than the source 1tself. The long
dimansion 1s deterained by the wavelength coverage required.

The argument can be made for any pair of crystals with the same 2d
spacing and so the geometry can be described in terms of the
paraneter e, = AOIZd = sian. Then for the special case of
orthogonal dispersion planes at An (ie, io = 90°) we have B = tan-?
€yr @ = cos (e, ?) rasulting in o, = cos-'[(1-2e})*] and a maximum
wavelength possible given by € = hmax/2d = sind ax ® £(1 +
603)12]‘12. This corresponds to ¥ = n/2-B. These general angular
relationships are {1lustrated in Fig C5.5 with the proviso that only
Bo < 459 {s useful in practice.

max

Although the azimuth angle can be set to 'o = 90° for An it will
change for other waveiengths. The azimuth angle & for other
wavelengths can be found from cos@_/cosB)2 - 1 = (e? - ED’)I(I - gt).
The dependence is illustrated in Fig C5.6 for three central
wavelength designs. The changing azimuth angle & effects not only
the space-resolying component directions but also the efficiency of
the instrument. This arises due to the consideration of poiarization
effects in the two incident E-vectors at each refiection point with
the reflected amplitudes of unit incident vectors being 1 and cos?8
for s and p polarizations at a Bragg angle 8. In the general case of
two different crystals with Bragg matching angles 91 and 92 for a
given A and an azimuth angle & as defined before the intensity
transmitted, or the polarization Factor P, is given by

P = }2(0052291+ 0052282 + coszﬁ s1n2292)
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In the particular case of the double reflection spectrometer with 01
- 92 = @ and cosd = (cosaolcnse) -1 we have

P= (1 - 2692 + get(e? - ¢, 22

far e s ¢ = [1 + e 2)2/2]”2 and e_ = 21’2. The paolarisation
factor effect 1s jljustrated in Fig C5.7 and indicates the advantage
of having e, as low as possible, fe, using a crystal with as large a
2d spacing as possible for the required wavelength range.

Design of Instrument

A possible instrument configuratfon is illustrated 1n Fig (5.8 with
all angles as discussed above. The solid angle needed is small and
the film plane F 1s located on a side port of the main cone such that
the central ray ho is incident normally on the film. In this mode it
can be shown that the spectral dispersion direction on the filn 1les
on a line at 45° to the orthogonal space-resolving direction for any
A, design If @, = 50%. The insert indicates what the 2-D image might
Took 1ike if the source 1s square and emits at three
quasi-monachromatic waveiengths. Preliminary tests of such an
instrument have produced images from plasma and CW X-ray sources and
appear encouraging.



C5.4 MONOCHROMATIC IMAGING USING SPHERICALLY BENT CRYSTALS

A Rodin, (Lebedev Physical Institute, USSR)
P Norreys (Royal Holloway and Bedford New Collegs)

Two dimensional monochromatic X-ray imaging 1s of considerable
potentfal for the diagnosis of energy transport in laser produced
plasmas (C5.9).

We report here a method of producing a monochromatic X-ray {mage from
a spherically curved crystal with the source at near normal angle of
incidence. The crystals produce images which have a small spectral
bandwidth and excellent spatial resolution. This technique was
developed some time ago 1n the Lebedev Physical Institute 1n
Moscow (C5.10),

Take the crystal described in f1g €5.9.

Then Ax = 2d (sinemax— sinamfn).

IMAGE

€5.9 Spherically curved crystal imaging & plasma source.
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The magnification v of the image is given by:

L
2AB - Ro

Where R, {s the radius of curvature of the mirror and the distance AB
13 shown in the diagram.

F1g £5.10 gives an indicatfon of the spatial resolutfon expected for
8 set of crystals with a radius of curvature of 500 mm and a
magnification of 4. The four curves represent the different
diameters ¢ of each crystal.

Below 1s a 1ist of crystals, some of which are on loan to the
Rutherford Laboratory (those marked *)

Plane R, (mm) 2d A Ry (rad) Quartz (10101 150
8.509 42 x 10-°

Quartz [10I01* 300 B.509 42 x 10-®

51 1111 300 6.271 33 x 10-¢

51 [1111* 500 6.271 33 x 10-®

Quartz [13401* 500 2.36 2.2 x 10-®

s [4001 500 2.711 22 X 10°8

The advantages of using these crystals over a monochromatic X-ray
pinhole camera s that the crystal subtends a much larger solid angle
to the source and the image is consequently very much brighter.
However, the magnification of the image is small (for the present set
of Rn) typically x 5. By imaging the continuum with two different
crystals an absolute temperature measurement can be obtained as a
function of position.

The main disadvantage of this technique is that monochromatic imaging
can only be achieved at a wavelength equal to the 2d spacing of the
crystal.
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We can conclude by saying that with an increase in the magnification
(to say x15), time resolved X-ray Imaging is passible. The technique
can provide absolute temperature measurements and with the advent of
multilayered mirrars any spectral 1ine or regfon can be fimaged
provided the 2d spacing is chosen correctly.

C5.5 MONOCHROMATIC IMAGING USING A TRANSMISSION GRATING

T Tomie (Electrotechnical Lab., Japan)
E Fi11 (Max-Planck, Garching)
M Grande and M H Key (RAL)

When carrying out XUV laser experiments on the Vulcan laser (see
section A.1) information concerning the uniformity of the plasma
produced in the 1ine focus 15 fndispensible in the analysis of data
on the amplification produced. Monochromatic images can glve us a
great deal of information on the plasma conditions; harder x-ray
wavelengths could reveal temperature non-uniformities in the original
plasma column, while at longer wavelengths there is Information
available on the uniformity of electrom density during the plasma
expansion.

We constructed an x-ray pinhole camera with a transmission grating
{(XTC) and tried to obtain plasma images at various x-ray
wavelengths. High quality transmission gratings of 1000 Tlines/um
were fabricated by etching in gold at Max-Plank Institute, Garching
and have the form of strips 1mm long and 50 um wide. They were glued
to a centre holed disk for easy handling and mounted in the pinhole
holder of a conventional x-ray pinhole camera. Spectra were recorded
on Kodak 101 film; by rotating the holder, several shots can be
recorded on one film without opening the vacuum chamber.

Fig €5.11, shows a schematic diagram of the XTC. In our
implementation, the values of a and b, the distance of the source and
f4Im from the grating were 10 cm, the grating period d, was 1 um and
the grating width w was 50 um, giving a number of grating pericds N
in the aperture of 50 and a‘diffraction Vimited resolution of AAN =
AN =2 A for 100 A x-rays. In practice the resolution is limited by
the source collimation to AAg = wd (-i-+-%—) = 10 A. The spectral
dispersion of the film plane was 100 A/mm. The length, L, of the
grating wes decided exprimentally from a compromise betwean the
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C5.11 Schematic of X-ray pinhole camers with a transmission grating.
*

spectral brightness and the spatfal resolution along the plasma axis.
As shown below, clear spectra were obtained by 1imiting the length,
L, to 200um. The spatial resoljution of the monochromatic plasma

image was 0.4 mm.

Figure €5.12 shows an exampie of {mages recorded by our XTC. Six
beams were focussed onto the target to 8 mm length. Two shots were
recorded on the film. Targets were SrF, and CaF, coated on a thin
carbon fibre. Total laser energles in the green were 70 J and 80 J.
Figure C5.13 shows the spectrum of SrF, shown in Figure C5.11. Peaks
at 25 A and 91 A are assigned as band emissions to M and N shells of
5r ions, respectively. Flgure C5.14 shows the intenstty distribution
of 91 A emission along the fibre axis, indicating a very good

uniformity of emission.

Although filter was used, there was no clear indication of any damage
to the grating by plasma blow-off or stray light fogging. 1In
conclusion, as we have demonstrated here, a 1ine focussed plasma can
be imaged at various x-ray wavelengths, and this wili make possible a
better understanding of the plasma conditions In XUV laser schemes.
By increasing the grating line density 1t mey be possibie to abtain

information on the emission perpendicular to the plasma axis.
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LCS.JZ Spactrally resclved plasma images. Two shots were recorded,
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Fig C5.

Fig C5.

C5.13 Spectrum of SrF,.

iImm

C5.14 Intensity distribution of 914 X-ray along plasma axis.
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C5.6 TIME FIDUCIALS FOR X-RAY STREAK CAMERAS

P Norreys (Royal Holloway and Bedford New College)
A J Cole, A Ridgeley, E Turcu {RAL)

When conducting time resolved experiments it 1s important in many
cases to have an absclute measurement of the timing of the events
recorded on the streak camera with respect to the incident laser
pulse.

By way of a particular example, the interpretation of laser ab¥ation
rate studifes, Tnvolving the observation of the X-ray emission history
from multilayered targets, requires a precise correlation of laser
intensity with the onset of spectral 1ine emission.

One very good method of achieving this correlation is to incorporate
a time fiducial of the actual laser pulse onto the cathode of the
streak cemera. The problem with using this technique at 1.06 um or
0.53 um (frequency doubled) neodymium laser wavelengths is that the
photocathode materials used for X-ray detection are insensitive to
the laser wavelengths. The 0.53 um wavelength has been used for a
time fiducial (C5.11) but usually a frequency quadrupied beam is used
(C5.12) at which wavelength it is possible to use volume emfssion
photocathode materials which retain some residual sensitivity in the
non-vacuum ultraviclet. With a KrF laser there is the advantage that
the laser wavelength is short enough to be used for the fiducial
beam. This solution was adopted by Papil et al (C5.13) who directed
a proportion of the laser beam through an optical fibre onto the
photocathode.

This method of producing a time fiduclial has now been incorperated
into the SPRITE target area. The optical arrangement 1s shown in
Figure C5.15. The first turning mirror is 99% reflecting and the 1%
transmitted beam through the mirror is used for the time fiduciail.
This way the total beam is sampled to aveld any possible errors due
to one part of the beam having a different time history to another
part. This beam is focussed down from 80 nm diameter to 4 mm
diameter using a 1.25 m focal length lens. This 4 mm diameter beam
is then sampled by a fibre optic of diameter 600 um and the beam {s
transmitted through 2 m of optical fibre into the tank through a
vacuum feed-through and to the front end of the streak camera. Here
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€5.15 Schematic of time fiducial optical arrangement on SPRITE. . , , 3t
C5.16 Cathode assembley for incorporation of time fiducial.
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the fibre 1s optically 1inked to a shorter optical fibre which enters The calibrated detector used in the experiment described in section

the casing of the streak camera from the side. This fibre is Al.6 was a vacuum X-ray diode (XRD) with an aluminfum cathede which
directed at a subsidiary photocathode by means of the optical viewed the plasma through an energy sensitive filter consisting of a
arrangement show in Figure C5.16. The fibre 1s elastically bent 0.5um vanadium layer on G.3um polystyrene (CH) film. A diagram of
through 90° around a channel in a rigld perspex structure and the XRD and filter system is shown in Fig C5.17.

terminates at a distance 2-3 mm from the subsidiary photocathode.

This consisted of 500A of atuminium evaporated anto 1000A of formvar The X-ray filter materials were selected so that the XRD would as
~but gold has subsequently been found to be a much more sensitive near as possible see only water window X-rays. Thus two filters were
photocathode material. The formvar covers a 1 mm diameter hole 1n chosen viz a V/CH layer filter and a 30um 8e filter. Fig C5.18 shows
the cathode holder. For a typical 20 J laser pulse it is estimated the method of constructing the V/CH filter. The starting material
that approximately 5 md is injected into the optical fibre about 50% consisted of a 0.5um V layer on 3.5um mylar. After adding a 0.3um
of which appears to reach the photocathode. The synchronisation of polystyrene layer the mylar was laser-etched off through a fine grid
the fiducial laser pulse and the main laser pulse was achieved by mask. Complete removal of the mylar was easy to .observe as the
equalising the optical path length of the two beams. This was smooth V layer could then be clearly seen under an optical
checked by streaking images of bare Se targets where the X-ray microscope. The final filter assembly had a total area of 20mm=and
emission should coincide with the arrival of the laser pulse. consisted of the V/CH layer supported on a 3.5um thick mylar grid.

The transmission factor of the grid for water window X-rays was =
Figure A2. shows an example of the time fiducial together with a 32%.
streaked monochromatic image of a selenium target with and without .
parylene coating. SWEEPER MAGNET | Vot ANODE
A time fiducial for the VULCAN laser has now been set up in TAW using
the technique of frequency quadrupling a proportion of the incoming ' Al CATHODCE
laser beam for use as a timing fiducial.
5.7 A CALIBRATED DETECTOR FOR MEASURING WATER-WINDOW X-RAY YIELD = OSCILLOSCOPE
FOR X-RAY MICROSCOPY APPLICATIONS _ X~ RAVS ; i509
1CE Turcu, F 0'Neill, U Zammit, P T Rumsby, C Brown (RAL)
— £
In this past 2-3 years there has been a considerable amount of X-RAY nF
research at the CLF on: the use of laser-plasma X-ray sources for FILTER 220k%
contact biological .microscupy. As these microscopy experiments F() = 0-5prn V-rO{UJn\Cfi
became more sophisticated there will be a need for more guantitative
information on the characteristics of the X-ray source. It will be F(2) =30pm Be * W7kV

particularly useful to know the absolute yield of water window X-rays

in order that the imaging experiments can be made more quantitative C5.17 XRD and filter arrangement used to detect water window X-rays
and reproducible and also so that the laser energy can be minimised.
In section Al.6 above we have described the results of an experiment
to measure the absolute conversion efficlency from KrF laser light to
water window X-rays. With filter F(1) the XRD is sensitive to water window X-rays as

well &s X-rays at hv>700eV., With filter F(2) the XRD is

from KrF laser-plasms X-ray source, The sweeper magnet prevents

photoelectrons liberated from the filter from reaching the XRD.

sensitive only to X-rays at hv>700eV, Subtraction of the two
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gignals gives the water window component.



For X-ray measurements this filter was placed in front of the XRD
which had a diamond-turned cathode and was made te a Lawrence
Livermore Netional Laboratory ~(US) design (manufactured by EG&G,
cathode code No V0-58). This XRD was placed in the target chamber to
measure the X-ray emission from the plasma and immediately after the
experiments it was recalibrated against an NBS standard Al vacuum XRD
over the photon range of interest using a continuous wavelength scan
(resolution =~ nm) on the SERC synchrotron radiation source at the
Daresbury Laboratory (UK). It was not possible to calibrate the
transmission of the V/CH filters in combination with the XRD at the
water-window wavelengths using the {W synchrotron source because the
signal levels were too low. A measurement was however made at the
wavelength of the Al absorption X-edge (7.7A) where a higher flux
from the synchrotron is obtained and also because the filter s more
transmitting and the XRD exhibits an enhanced sensitivity. This
transmission agreed with the value calculated using published mass
absorption coefficient tables to within 15% thus verifying the
thickness of the V and CH layers of the filters.

The sensitivity curve of the XRD as measured using the synchrotron
source is shown in Fig C5.19. The upper curve shows the sensitivity
of the NBS reference detector. Since calibration data for this
detector was only avaflabie at photon energies hv < 280eV some
assumptions had to be made for the range hv = 280eV. In the range
280eV - 1000eV the NBS diode was assumed to have the same sensitivity
as the origonal surface of the diamond-turned cathode. Calibration
data for the fresh V0-58 diamond- turned cathode as measured at LLNL
had been supplied with the detector. At photon energies hv = 1 keV
reference sensitivity data was taken from Fig 2 of Ref C5.14.

The calibration run on the V0-58 cathode shows that there has been a
considerable Tloss of sensitivity at all photon energies which we
believe is due to contamination of the photoemissive surface in the
target chamber vacuum system. There 15 also a sharp drop In
sens1tivity at hv < 280eV which correspends to the carbon K-edge.

The overall recalibrated response function at low photon energies of
the V0-58 XRD and the V/CH filter is shown 4n Fig (5.20 where in
constructing the curve we have used measured values of XRD
sensitivity (Tower curve in Fig C5.19 and calculated values of filter

FABRICATION OF WATER-WINDOW
X-RAY FILTER
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€5,18 Details of construction of V/CH water window X-ray filter
(filter fabricated by Exitech Ltd to RAL specification).
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transmission. This curve shows that the low energy response of the \ A NBS XRD SERIAL NO. 281
XRD/filter combination used in the target chamber matches the - a o LLNL ORIGINAL DATA ON
water-window almost exactly except that it cuts off at 510 eV ‘instead ‘ \‘ VO-58 CATHODE
of 530 eV. This only introduces a small error in the measurements. B \ 7
— FROM FiG 2, DAY et. al
The response of the XRD/filter combination used in the target chamber T AR 52, 6965(1981)
is different to that of the standard XRD {also shown in Fig £5.20 due
to the disappearance of an unwanted second peak in the sensitivity on A
the low energy side of the carbon K-edge. This effect is caused we HTL ER
believe by organic/carbon contamination of the XRD photoemissive i N N i
surface in our target chamber. The disappearance of the unwanted l— ~ do\
peak in the detector response function makes the V/CH filter +
contaminated Al cathode a particularly good combination for detecting
water-window X-rays. For future work it is intended to use an Al
cathode with a thin evaporated layer of carbon to try and make this
response function more reproducible. The response curve also shows
that the detector begins to respond to radiation at hv = 0.7 keV and
thus in a separate experiment the high energy signal (0.7 keV < hv s
1.4 keV) was measured using the same XRD filtered by 30um Beryllium
(fi1ter F(2) in Fig C5.17 and this was subtracted from the signal
recorded with the water window filter.

XRD SENSITIVITY (C/T)
B |

The results obtained in measuring water window X-rays using this

calibrated detector system have been described above (sect Al.6).

| PRESENT

€5.8 CALIBRATION OF CCD AND FILM RECORDING OF IMAGE INTENSIFIER AND RE-CALIBRATION
STREAK CAMERA OUTPUTS i OF V0-58 CATHODE

V Platonov, General Physics Institute, Moscow, 10—5 \ ; Lo
A Ridgley, RAL
S Majumdar, Delli Delti Ltd 0.1 1.0 10.0

Introducti '
ntroduction th(keV)

The recording of streak camera and image intensifier outputs can at
present be carried out using film, SIT vidicon cameras or CCD

cameras. One of the main drawbacks of most streak cameras is that C5.19 Sensitivity of XRD detectors versus photon energy.

the instruments are not properly calibrated photometrically. Thus Upper Curve: sensitivity of reference detector, NBS At-cathode
the results are mainly time resolved relative intensity XRD serial No 281.
measurements. .
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Film has & very large storage capacity and high resolution but
suffers from various nonlinearitfes and its photometric calibration
ts difffcult a3 1t 1s susceptible to variations bastween batches of
f11m. The processing and analysis times ars long. Photoelectric
optical multichannel analysers have been in use for more than a
decade, but until recently, most of them used SIT vidicon cameras
which suffered from readout nonlinearitfies.

Charge coupled solid state detectors, or CCDs are the most recent
{maging detectors and they offer both good sensitivity and
resolutfon. The CCDs appear to offer the most satisfactory solution
to the problem of image analysis of a streak camera output both for
time resolution and quantitative photometry. The CCD has a well
defined pixe) size and is arranged Tn a two dimensional matrix and
therefore an be used to store a two dimensional Image with a pixel
resolutfon around 20 microns square. It fs therefore comparable to a
f1im, except that the size of the pixel or "grain" in the case of a
film 1s less than 20 microns.

This report details preliminary resutts of tests of & Tiquid nitrogen
cooled CCD camera, used to record the images from the output of a
Streak Camera, and two intensifler systems, The CCD 1s compared with
Ilford HP5 film in terms of SNR, 1linear dynamic range and
sensttivity. Preliminary results for the sensitivity of the
intensified streak camera and the CCD camera recording system are
presented.

A Dellistrique DS3 streak camera with high gain intensifler was used
and the output was recorded on the Liquid Nitrogen Cooled CCD
camera.

Experimental

A. CED experiments with and without Intensifier

Figures C5.21 and C5.22 describe the experimental systems. Fig £5.21
is the schematic diagram for the CCD calibration experiments. Fig
£5.22 is the schematic for the total system using a generation 2
channel plate intensifier from EEV and a LN-AT1 1iquid nitrogen
cooled CCD camera.

The 1ight sources used were a green 1ight emitting diode {(LED), type
TIL232 from Texas Instruments, with peak output at 560 nm and a 100
picosecond long (FWHM) pulsed diode laser {Hamamatsu type C1308) with
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€5.21 A schematic for CCD dynamic range measurements.
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C5.22 A gchematic for image intensifier dynamic range measurements.
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The specifications of the LN-AT1 cooled CCD camera are as follows:

CCD type EEV full format PB60O
Format 576 by 385 pixels
Pixel size 22ux22u, 23um between centres
CCD Temperature -125 K
Sensitivity 2 electrons per count at full gain .
Quantum efficiency ‘ ‘
at 550 nm 14%
at 820 nm 33%
Read out noise less than 1.5 electrons per pixel
Fixed pattern dark <¢ 0.5 electron per pixel per min.
current

Fig C5.23 shows the linearity of the CCD with the

led and the laser

diode. Figs C5.24 and C5.25 shows the same transfer functions using

an image intensifier, lens coupled to the CCOD.

The 1mage intensifier

had an automatic gain contral circult which 1imited the system

dynamic range with the CW LED source.

“The pulsed 100 psec laser
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G5.23 CCD output versus CCD exposurae,



diode did not show this gain saturation. The nominal gain of the 10
intensifier was 10,000 to white 1ight. The threshold 11lumination CCD GAIN= 125 el/DN
level is 14 electrons on one CCD element. This is equivalent to 100 '
green photons per pixel, and 42 photons of 820 nm wavelength. These
figures are equivalent to a photon flux of 7.5 picoJoules per sq.cm
for 2.5 ev photons (green and 0.21 picoJoules per sg. cm for 1.5 av
photons {800 nm).

UF, DN

s

—
ol‘.-?

The Tinear dynamic range of the combined CCD and the Image
intensifier system was 500 with the laser diode and 300 with the LED.
The collection efficiency of the relay lens between the iIntensifler
and the CCD was 2.5%. The photon gain of the f{ntensifier 1s
approximately 1500 at 880 nm and 3000 at 560 nm, due to the higher
quantum efficiency of the intensifier at 560 nm. Thus, the effective
intensifier gain was 37.5 at 800 nm and 75 at 560 nm. With this
gain, the CCD will be able to record two photo-electrons per image
point at the input of the intensifier. A relay lens with one stop
Jarger F number would have allowed the detection of a single
photoelectran from the intensifier photocathode.

CCD EXPOSURE = 0-25

/

[N

3

CCD, EXPOSURE=0025

CCD MEAN SIGNAL L

B. D5-3 plus CCD system calibration /

Fig €5.26 shows the system schematic, using the Hamamatus laser dicde 10'3 10'2 10'1 10
as the 1ight source, and with single exposure recording of the image NF TRANSMITTANCE
on the CCD. The DS-3 streak camera has a cascaded intensifier system

for single photo-electron detection on negative films of single shot
events from the streak camera. The intensifier system has a gain €5.24 (Imege intensifier + optics + CCD) transfer function. Using

control switch which allows the gain to vary from 100 to 60,000. LED.
There is no automatic gain control in the system.

The streak camera 1{s capable of recording a single laser pulse
streaked at 35 psec/mm, on HPS film with a density in excess of 2,
using fibre optic coupling (Re: Calibration at RAL during
installation).

In this experiment, the 9Jmage was not streaked: a static 100
picosecond laser pulse was recorded by the CCD.

Fig C5.27 shows the results. The photon transfer curve of fig C5.27
shows that the gain of the system 1s too high at gain setting of 7 or
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above. The maximum overall gain of the system compared to the data
is shown in fig C5.23 where no streak camera or intensifier was
used, was 1500. The 1inear dynamic range of the whole system was
200, with the threshold level well above the CCD readout noise.

C. Comparison with HPS Film

Q
\

The most commonly used detector for streak camera diagnostic work
at RAL is Ilford HP5 film developed in D19 developer at 20°C. The
H and D curve for HP5 film developed this way is given in fig
€5.28.

~—10kH2

«—1kH2 L)
Granularity measurements were made by scanning uniformly exposed

areas of film using a 50 um scanning aperture with the joyce-loebl
densitometer.

CCD OUTPUT INTENSITY

)
<]

L
4 / =100H2

\a

Typically about 150 density points were used for each granularity
measurement. The granularity measurements were used to compute
the signal/nofse ratio appropriate to a pixel size of 22um? shown
in fig £5.29. 4
1{f A o .
The film characteristics could not be evaluated on an absolute 10 = = - A
scale as the led was not calibrated., Shaw and Shipman (C5.15) 10 10 10
have published data for HP4 film developed in ID11 and other
fine-grain developers. This data wouid indicate that the threshold TRANSMITTANCE
for HP4 film is about 5 photons/um2 (or 2x10-1*® J/cm?), the threshold
being defined as the Intersection of the linear portion with the C5.25
density axis. HP4 and HP5 emulslens are very similar.

(Image intensifier + optics + CCD) response on laser diode
31308 illumination,

Taking this as the threshold for deveiopment in D19 developer the
peak SNR 1s achieved at an exposure level of about 30 ph/um? (n10-°
J/cm?) at density 0.6.

The SNR 1s unity for the film at about 6 x 10-** J/cm? compared with
2.5 x 10-*2 J/cm® for the cooled CCD. .

The data from Shaw and Shipman would indicated a peak SNR of about 17
for HP4 developed 1n ID11 as opposed to 6.6 for D19 developed in D19.
This would appear to indicate that development in D19 produces an
appreciably lower DQE than the value of 2.4% obtained for HP4 in
1D11.
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€5.26 A schematic for (ST + 2II + optics + CCD) dynsmic range
measurements.
The CCD camera was exposed with the same amount of exposure which
produced a density of 0.6 on HPS film. The area illuminated was 10 1 . .
pixels and it produced 1790 counts at ful) gain (12.5 electrons per ] 10 10; KP ijﬁ
count)., This is equivalent to 1.35x10-9 J/sq.cm.). This figure is SIGNAL ON )

close enough to the calculated photon density of 1.0x10x10-° J/sqg.cm
for the film exposure.
€5.27 Photon trensfer curves (streak image tube + 2IT + optics + CCD)
The useful exposure range on HPS film for an SNR of 2 or above, is
enly over an exposure range of " 300. Hence both sensitivity and the
1inear operating range are better for the CCD systems.

Conciusion

The cooled CCD camera was found to be an order of wagnitude more
sensitive than the I1ford HP5 film. This was mainiy due to the very
low noise figure of the cooled CCD and its greater quantum efficiency

than the fiim in the spectral region considered.

The other additional advantages of the CCD camera is its linear
response and its precisely defined pixel dimension, which makes it
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very suitable for signal digitisation for computer anaiysis of the
images. The long and labour intensive processing of the film is also
eliminated together with the film to film variation of the dstector
characteristics.

The intensifiers used to show a lower dynamic range than the CCD
camera. However, for streak camera operations, the use of
intensifiers reduces the sensitivity threshold from 12.5 electrons
per count to 1 electron per count or lower.

A fully calibrated streak camera and CCD system would allow us to do
quantitative picosecond photometry with the system rather than the
relative intensity measurements usually taken with these instruments.

30 E
O¢
%
Z 20 e 10'
o
= /_O\D\
/ o =]
10 / / 10°
:/ /
] 10"
10° 10' 102 107 10 0’
RELATIVE EXPOSURE
C5.28 Characteristic curve for HP5 film developed 5 min in DI9
developer and a plot of SNR versus relative exposure for HP5
film developed in D19.
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£5.9 XUV DIAGNOSTIC CALIBRATION
G P Klehn, R A Smith, D Wil1i, T Garvey, A Damerall (RAL)
I West {Daresbury Laboratory)

The XUV time resolved spectrographs used as the primary diagnostics
in the XRL program were absolutely calibrated during an Imperial
College instrumentation initiative. The synchrotron radiatfon source
{SRS) at the Daresbury Laboratory was used to provide a continuous
source of monochromatic radiation between ~70 - 300 A.

The first order efficlency of the 1200 1/mm flat field diffraction
grating used In the spectrographs was measured by recording the XUV
flux with and without the grating Tn place. An XUV Al photodiode was
used to monitor the flux levels. The radiation from the synchrotron
is highly polarized in the plane of the storage ring and consequently
the grating efficiency was measured with the grating both parrallel
and perpendicular to the ring.

101

Etficiency x 100

150 200 250

WAVELENGTH (A)

50 100

€5.29 lst order efficiency 1200 1/mm flat field grating.



*s TRANSMISSION

The measurements were averaged to produce the grating efficiency 1n
first order for wavelengths bgtween 70- 3007 shown in figure C5.29.
An average efficiency of approximately 10% is noted.

The transmission of various filters to XUV radiation was measured
using the same technique as the grating efficiency investigatlions.
Fig C5.30 compares the measure transmission of a 1000A Formar f{lter
with the calculated values. The excellent agreement between the
curves Indicates the precision achieved in manufacturing the
filters.

The absolute characterisation of the streak camera was performed with
reference to an absolutely calibrated photodiode manufactured by the
U.S. Natfonal Bureau of Standards. The spectrograph steak camera was
exposed to the synchrotron beam and its response recorded on film.
The exposures on film were corrolated to the flux Tevels measured by
the NBS photodicde to provide the absolute spectral response of the
streak camera when a low and high density CsI photocathodes are used.
The analysis of this data is currently being carried out and will be
reported in the future.
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cé LASER PLASMA X-RAY SOURCE GENERATION USING LOW ENERGY EXCIMER
LASERS

€6.1 PLASMA X-RAY SOURCES AT PHOTON ENERGIES ABOVE lkeV GENERATED
BY A 0.50 KrF LASER

F 0'Neill, M C Gower, I C E Turcu, M Lawless, M Williams (RAL}

In section C6 of the 1986 Annual Report to the Laser Facility
Committee we described our first experiments on the generation of
plasma X-ray sources using KrF lasers of energy < 1J. These plasma
sources generated X-ray photons at energies as high as hv = 400 eV
and were successfully used for preliminary studies in X-ray
Tithography (C6.1) and X-ray micrascopy (C6.2).

In this reporting year we have concentrated on experiments to use low
energy Krf lasers to generate laser-plasma X-ray sources at photon
energies = 1 keV. To achieve this with high efficiency requires a
target irradiance &~ 10%2 - 10%*W/cm* to give a higher plasma
temperature which can be achieved by focussing the low energy laser
to a very tight spot (= 10um). X-rays at photon energy 2lkeV are of
interest at the CLF for application to X-ray 1ithography and also for
the study of DNA repair mechanisms following radiation damage.
Experiments this year have been carried out using a new purpose-built
transportable target chamber. This chamber has been designed to
facilitate rapid installation on any available excimer laser so that
experiments of short duratien (1-2 weeks} can be performed.

The experiment reported here was carried out using a Lambda Physik
EMG150 KrF laser which delivered ~ 0.5J pulses of 25ns duration. The
experimental set-up is shown in Fig C6.1. The beam from the EMGL5Q
laser was measured to be n 3-4 times diffraction 1imited (full angle
divergence = 80uRad) so the power on target had a maximum of 1.2 X
10t2W/cm? when using a focussing lens of Scm focal length.
Nevertheless X-rays at hu = 1 keV were easily generated and detected
using a Tiltered Si PIN diode detector. The X-ray filter was either
1.2um Al (e~! transmission at hv = 0.7 keV) or 10um Be (e-?
transmission at hv = 1.0 keV). The X-ray pulse duration was = 20ns.

Fig C6.2 shows the conversion efficiency to X-rays as a function of

ALIGNMENT PROJECTION
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Fig ¢6.1 Experimental arrangement used to.generate a laser-plasma

X-ray source at hv = I keV using a 0.5J KrF laser.
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Fig €6.2 X-ray conversion efficiency versus laser irradiance on
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laser irradiance when using 25um diameter Cu wire targets. The laser
irradiance was varied using the N02 gas absorber cell. In this
figure we compare the results from the present experiment with
efficiency data recorded by other workers using the high power
{0.5ns, 150) 4w Nd:Glass laser at Ecole Polytechnique {£6.3). It can
be seen that the conversion efficiency achieved with the KrF laser is
consistent with the Nd:laser data when allowance is made for the
different level of irradiance in the two experiments.

Hith the 0.5J KrF laser at a target irradiance of 1.2 x 10'ZW/cm? we
have achieved a maximum conversion efficiency of 0.1% for X-ray
photons at hv > 0.7 keV and 0.03% for hv = 1.0 keV. Experiments are
now underway to improve the beam quality of the EMGI50 KrF laser and
thus achieve a target irradiance = 10'°W/cm? at which level it is
expected that the conversion to X-rays will exceed 10%.

€6.2 GENERATION OF 100psec PULSES AT 308nm FOR AMPLIFICATION IN
XeCl LASERS

M H R Hutchinson, W Pang, D Xenakis (Imperial College)
F 0'Neill (RAL)

As described in section C6.1 above there is now an interest in
generating X-rays of photon energy = 1 keV from high repetition rate
laser—-plasma sources produced by low energy excimer lasers. In order
that a high conversion efficiency to X-rays can be obtained (Fig
€6.2) 1t will be necessary to achieve an dirradiance ~ 10t* -
10**W/cm? on target. A typical commercial high power excimer laser
emits 0.5 - 1.0 pulses of 25ns duration and thus a target
irradiance of = 10'°W/cm? can only be achieved by focussing the beam
to a spot size < 10um using a short focus lens of focal length < 40cm
(this assumes a 249nm KrF beam, Zcm diameter of beam divergence twice
diffraction limited). This focussing geometry is quite acceptable
for experimental purposes but would not be suitable for a high
average power operational XUV source. With a high repetition rate
source, problems could arise in keeping a continuously rotating
target in focus because of the small depth of focus of the lens.
Also the short stand-off distance of the lens could result in it (or
any shielding system) being coated rapidly with target debris. Both
of these problems are minimised if long focal length focussing lenses



are employed but then the power on target would be too low if
standard commercial excimer lasers are used.

Another approach to increasing the irradiance on target using
standard commercial excimer lasers would be to operate the laser with
short pulses. For example by using subnanosecond pulses one would
increase the peak power of the laser by up to two orders of magnitude
so focussing lenses of long focal length (fz 100cm) could be used and
still achleve high irradiance on target. It {is perhaps not advisable
to make the puise duration too short because the X-ray conversion
efficiéncy can drop for pulses < 50psec {the lower 1imit on the
usable pulse duration is not yet clear). It seems that for initial
experiments a good compromise would be pulses = 100 psec duration.

100psec pulses have therefore heen generated at 308nm using a
frequency doubled distributed feed-back dye laser (DFDL) at Imperial
College with the aim of amplifying them in an XeCl laser for use in
laser-plasma studies. The experimental set-up of the dye laser
system 1s shown in Fig C6.3. A Lambda Physik EMG101 XeCl laser
(100mJd, 8ns) is used to pump a DFDL and two dye amplifiers. The
DFOL, shown in detall in Fig C6.4, produces a single pulse at a
wavelength of 616nm which is amplified first in a transversely pumped
amplifier and then in a Bethune cel) amplifier. The output pulse
from the Bethune cell has an energy ~ 300 pJ and 1s frequency doubled
in ADP to give ~ 50uJ at 308 nm. Fig C6.5 shows a streak camera time
record of the 616 nm pulse and corresponding Fabry-Perot 11ne-width
patterns. The pulse 1s seen to have a duration of 112 psec and the
1inewidth measurement shows it to be approximately bandwidth 1imited
(Av.At = 0.3).

Experiments are now underway to amplify this 30uJd, 308nm pulse in a
discharge excited XeCl laser amplifier and to test its capability for
generating plasma X-ray sources.
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' Fig €6.3 100 psec pulse generater at 308nm,
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Fig C6.4 Distributed feed-back dye laser (DFDL) .
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Streak camera trace of output pulse of DFDL (616nm)

Fabry-Perot ring pattern of pulse spectrum. Free

gpectral range = 30 Hz

Expanded view of twe fringes of (b) using RETICON diode

array. FSR = 30 GHz again.
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D1 JOURNALS AND BOOKS

T Afshar-rad, A I Bailey, P F Luckham, W MacNaughton and O Chapman
Direct measurement of the force between 1ipid bi-layers
Gen discussion Farad Soc 81, 1987 (in press)

T Afshar-rad, A I Bailey, P F Luckham, W MacNaughton and D Chapman
Forces between poly-1-lysine of melecular weight range 4000 - 75000
absorbed on mica surfaces

Colloids and Surfaces (1987} in press

T Afshar-rad, A I Bailey, P F Luckham, W MacNaughton and D Chapman
Forces between basic proteins absorbed on mica surfaces
Biochimica et 8fophysica 1987 (in press)

T J Barker, R & Denning and J R G Thorne
Applications of 2-photon spectroscopy to Inorganic fons
Inorganic Chemistry 1987 (in press)

HC Barr, TJ M Boyd and G A Coutts

Stimulated Raman Scattering in the presence of filamentation in
underdense plasmas

Phys. Rev. Lett., 56, 2256 (1986)

J N Bechara, S E J Bell and J J McGarvey

Time resolved resonance Raman spectroscopy of photogenerated
transients in the metal carbene complex CO,(W=C) OM_Ph

Ricerca Scientifica and Educazione Permanente, (1986), Suppl. 50, 83

J N Bechara, S E J Bell, J J McGarvey and J J Rooney

Ligand field photolysis of Fischer complex (O, (W=C) OMePh: Time
resolved resonace Raman spectroscopic evidence for alkyl-metal
interaction following co-photo dissociation.

J Chem Soc Commun 1785, (1986)
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J N Bechara, S E J Bell and J J McGarvey
Resonance Raman spectra of charge - transfer excited states of Cul

-camplexes.

Inorg Chem 25, 4325 (1986)

A R Bell, D J Nicholas and W T Toner

The uniformity of energy deposition on a spherical target using six
or twelve laser beams

J Phys D:Appl Phys 19,1869 (1586)

R Bingham, R A Cairns and R G Evans

Saturation of plasma beat waves and de-tuning of relativistic
Langmuir waves

Plasma Physics and Controlled Fusfon 28, 1735 (1986)

D K Bradley, A Rankin, J S Wark, J Lunney, J Armstrong, R W Eason, A
Hauver, J D Kilkenny, A Cullis, V Zammit

Time resolved X-ray diffraction from Silicon during pulsed laser
annealing

Bull.Am. Phys. Soc. 31, 1986, pl460

¢ Chenais-Popovics, R Corbett, C J Hooker, M K Key, G P Kiehn,
C L SLewis, D A Pepler, G J Pert, C Regan, S J Rose, § Sadaat,
R Smith, T Tomie,0 Willi

Strong XUV laser amplification at 18.2nm (C VI Balmer @) in
recombining plasma from a laser irradiated carbon fibre

Phys Rev Letts. (in press}

P C Cheng, R Feder, D M Shinozaki, K H Tan, R W Easan, A Michette,
R J Rosser

Soft X-ray contact microscopy

Nuclear Instruments and Methods in Physics Research. A246, 668
(1986)

A J Cole, M H Key, A Ridgeley, D A Brown, P A Norreys, ER Wooding, T
W Barbee

A pinhole camera for monochramatic X-ray. imaging

Opt Comm (1987) (in press)



R Corbett, C Lewis, E Robertson, S Saadat, P Cunningham, A Cole, E
Turcu, M H Key and S Rose

Laser Driven compression of CH shell targets and the effects of
increasing aspect ratio

Laser and particie beams 4, 573 (1986)

A E Dangor, A Dymoke-Bradshaw, A Dyson, T Garvey, I Mitchell, A J
Cole, C N Dawson, C B Edwards, R G Evans

Generation of uniform plasmas by multiphoton ionisation

IEEE Transitions on plasma Science 1987 (in press}

J R Darwent, C D Flint, P J 0'Grady

Observation of photoluminescence from the 5D, state of the europium

decatungstate anion in aqueous solution
Chem Phys Letts, 127, No 6 (1986)

G M Davis and M C Gower

Wavelength dependence of the excimer etching characteristics of
polymeﬁic resists

Appl Phys Letts, May 1987 (in press)

G M Davis and M C Gower

Time resolved transmission studies of PMMA films during UV laser
ablative photodecomposition

J Appl Phys, March 1987 (in press)

G M Davis and M C Gower
Excimer laser Tithography: intensity dependent resist damage
IEEE Electronics Dev Letts EDL-7, 543 (1986)

R W Eason, P C Cheng, R Feder, A G Michette, R J Rosser, F 0'Nelil,
Y Owadano, P T Rumsby, M J Shaw, I C E Turcu

Laser X-ray microscopy

Optica Acta 33, 501 (1986)

R W Eason, A M C Smout

Bistability and non-commutative behaviour of multiple beam
self-pulsing and seif-pumping in BaTiO,

Optics Letts 11, {1987) p51-53
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G H Evans, R W Sparrow, R G Brown, D Shaw, J Barr, M J C Smith,
W Toner

Fast flourescence and absorption measurements of photosystem I from a
cyanobacterium

Progress in Photosynthesis research, ed J Biggings, Vol 1 p99-102

R G Evans
The basic physics of Taser fusion
Canad J Phys 64, 893 (1986)

R G Evans

Magnetic fields generated by the Rayleigh Taylor instability
Laser and particle beams 4, 325 (1986)

R G Evans

The influence of Self-Generated Magnetic Fields om the Rayleigh
Taylor instability

Plasma Physics and Controlled Fusion 28, 1021 (1986)

F G Godwin et al

2-photon VUV laser induced fluorescence detection of I* (2P ) and
I(2P,,,) from alkyl iodide photodissociation at 248mm

Chem Phys Letts 135, 163 (1987)

M Golombok, M C Gower, S J Kirby and P T Rumsby
Photoablation of plasma polymerised polyacetylene films
J Appl Phys 61, 1222 (1987)

M C Gower
The razor edge of excimer laser
Spectrum 203, 5 (1986)

M C Gower

Photoinduced voltages and frequency shifts in a self-pumped phase
conjugating BaTi0, crystal

Optics Letts, 11, 458 (1986)



M Grande and ¥ Burton
Aluminium minor coatings in space
Surface and interface analysis 9, 518 (1986)

R J Harrison, B Pearce, G § Beddard, J A Cowan and J K Sanders
Photo-induced electron transfer in pyromellitimide-bridged porphonis
Chem Phys 1987 (in press)

R E Hester

Raman spectroscopic studies of transient chemical species, in time
resolved laser Raman spectroscopy Eds O Phillips and G H Atkinson
Harwood Academic Publishers, London, 5 (1987)

M P Irvine, R J Harrison, G S Beddard, P Leighton and J U M Sanders
Detection of the inverted region in the photo-induced intra-molecular
electron transfer of capped porphorins

Chem Phys 104, p315 (1986)

F Kannari, M J Shaw and F 0'Neiil
Parametric studies of an electron-beam-pumped krypton-rich KrF laser
J Appl Phys, Jan 1987 {in press)

M H Key, J E Boon, C Chenais-Popovics, R Corbett, A R Damerelil,

P Gottfeldt, C J Hooker, C P Kiehn, C L S Lewis, D A Pepler, G J
Pert, € Regan, S J Rose, I N Ross, P T Rumsby, S Sadaat, R Smith, T
Tomie, and 0 Willi

Study of X-ray laser schemes using new experimental facilities at the
Rutherford Appleton Laboratory

J de Physique Colloque, C6 Suppl. 10,47, pC6-71 (1986}

G P Kiehn, 0 Willi, A R Damerell and M H Key
Novel time resolved VUV spectrograph for X-ray laser research
Appl Optics 26, 425 (1987)

J G Lunney, J D Hares, P Dobson, S D Tabatabaei, R W Eason

Time resolved X-ray diffraction from silicon during pulsed laser
annealing

Opt Commun 58, 269 (1986)
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M R S McCoustra, J A Dyet and J Pfab
Photodissociation of methyl and t-butyl thionitrites near 450nm
Chem Phys Letts 1987 (in press)

J A Dyet, M R S McCoustra and P Pfab
The visible spectrum of jet-cooled CF,NO
Chem Phys Letts 1987 (in press)

M R S McCoustra, J A Dyet and J Pfab
Laser photo-fragment spectroscopy of jet-cooled CC1 F,NO
Chem Phys Letts 1987 (in press)

I McCubbin, D Phillips and R E Hester

Time-resolved resonance Raman spectroscopy of the triplet state and
semi-reduced form of Duroquinone

J C S Faraday Trans 2, 83, (1987) 1n press

J N Mpore and D Phillips

Photophysics and photochemistry of sulphonated derivatives of 9,10
anthraquinone 'strong’ versus 'weak' sensitisers.

J C 5 Faraday Trans 2, 83, (1987) in press

J N Moore, D Phillips, P M Killough and R E Hester

Resonance Raman studies of transient Intermediate in photoreactions
of Anthraguinone and Flavone species, in time-resolved vibrational
spectroscopy, Eds A Laberau and M Stockburger, Springer-Verlag
Heideiberg, 136 (1985)

J N Moore, D Phillips, N Nakashima.and K Yoshihara
Photochemistry of 9,10-anthraguinone-2,6 disulphate
JCS Faraday Trans 2, 82, 745 (1986)

J N Moare, D Phillips, R E Hester, G H Atkinson and P M Killough
Time-resotved resonance Raman spectroscopy of sulphenated
Anthraquinone derivatives, in time-resolved laser Raman spectroscopy.
Eds D Phillips and G H Atkinson,

Harwood Academic Publishers London, 23 (1987)



J N Moore and D Phillips L
Time-resolved resonance Raman spectroscopy of electronically excited
species, in time-resolved laser Raman spectroscopy, Eds D Phillips
and G H Atkinson

Harwood Academic Pubiishers London 23 (1987)

F 0'Neill
Research boundaries widen with new laser
Spectrum 199, 5 (1986)

F 0'Neill
The first KrF target facility
Phys Bull, 37, 286 (1986)

F 0'Neill, I N Ross, D Evans, J U D Langridge, B S Bilan and 5 Bond
Colloldal silica coatings for KrF and Nd:Glass laser applications
App] Opt 26 (1987)

D J Nicholas and J E Boon

The manufacture of aspherlc focussing lenses for high-power
multi-wavelength laser systems

J Phys D:Appl Phys 20, 182 (1987)

J P Partanen

Multipass grating interferometer applied to Tine narrowing n excimer
lasers

Appl 0Opt, g§; 3810 (1986)

J P Partanen and M J Shaw

High power forward Raman amplifiers employing Tow pressure gases In
1ight guides I-Theory and applications

J Opt Soc Amer B 3, 1374 (1986)

G J Pert et al
Expansion recombination lasers in the XUV
Proceedings of the SPIE, 664, 258 (1986)
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D Phillips and R E Hester

Time-resolved resonance Raman spectroscopy applied to anthraquinone
photochemistry

J C S Faraday Trans 2, B2, 10593 (1986)

R T Phillips, Z Sobiesierski, W T Toner, J Barr and A J Langley
Initial photoluminescence decay rates in Amorphous Phosphorus
Se1i1d state comm 1987 ({in press)

S J Rose

The effect of orbital relaxation on transition energies in radiative
opacity calculation

J Quant spectrosc Rad Transfer 36, 389 (1986)

I N Ross, J E Boon, R Corbett, A R Damerell, P Gottfeldt, U J Hooker,
MW HKey, 5P Kiehn, C L S Lewis and 0 Willi

Design and performance of a new 1ine focus geometry for X-ray laser
experiments

Appl Optics 1986 (in press)

M J Shaw, J P Partanen, Y Owadano, I N Ross, E M Hodgson, C B Edwards
and F 0'Neill

High power forward Raman amplifiers employing Tow pressure gases in
11ght guides II - experiments

J Opt Soc Amer B 3, 1466 (1586)

CJ S M Simpson, J P Hardy

Laser-induced thermal descrption of atoms and molecular physisorbed
onto a metal surface _

Chem Phys Letts, 130, 175 (1986)

A MC Smout, R W Eason
Analysis of mutually incoherent Beam coupling in BaTi0,
Optics Letts 1987 (in press)

A MC Smout, R W Eason, M C Gower
Regular oscillations and self-pulsating in self-pumped BaTi0,
Opties Commun 58, 77-82 (1986)



ICE Turcu, F 0'Neill, U Zammit, Y Al-Hadithi, R W Eason, A M
Rogoyski, C P B Hills and A G Michette

Characterisation of KrF laser-plasma X-ray sources in the 280-520 eV
photon enegy range

Appl Phys Lett 1987 (in press)

F Wilkinson, C J Wi{llsher, P A Letfcester, J R H Barr, M J C Smith

Picosecond diffuse reftectance laser flash photolysis
J Chem Soc Chem Comms, 1216 (1986) .
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D K Bradley, A Rankin, J S Wark, J Lunney, R W Eason, A Hauer,

J K Kilkenny, A Cullis, U Zammit

Time-resolved X-ray diffraction from s11icon during pulsed laser
annealing

Presented at 28th Annual Meeting of American Physical Socfety 1986.

A J Cole et al

Direct drive laser compression experiments at the Rutherford Appleton
Laboratory

4th International Conference on Emerging Nuclear Energy Systems. G
Velarde and E Minguez World Scientific Publishing Co plc Ltd

A E Dangor et al

Generation of uniform plasmas by multiphoton fonisation
Proceedings of the Advanced Accellerator Concepts Meeting
Dangor et al

Wisconsin 1986

J A Dyet, M R S McCoustra and J Pfab

Single and two photon dissociation of CCIF,NO in the visible

J A Dyet, M R S McCoustra and J Pfab paper E14, Abstracts of %th
International Symposium on Gas Kinetics, Bordeaux, July 1986

R W Eason, D K Bradley, J D Hares, J Rankin, 5 D Tabatabael,

J G Lunney, P C Cheng, R Feder, A G Michette, R J Rosser, F 0'Neill,
Y Owadano, P Rumsby, M J Shaw

Recent applicatfons of laser-produced plasma X-ray sources

Proc SPIE Vol 664

Proceedings of Conference on High Intensity Laser Processes, Quebec,
June 1986

R W Easan, A M € Smout and M C Gower

Self pulsatfon and incoherent beam coupling effects in seif-pumped
BaTiD,

Proceedings of Summer School on Photorefractive Materlals, Erice,
Sicily, Italy (1986} Springer-Verlag
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E H Evans, R Sparrow, R G Brown, D Shaw, J Barr, M J Smith, W T
Toner

Fast f1unrescenca and absorption measurements of photosystem I
from.a cyanobacterjum

Proc 7th Int Cong Photosynth, Brown Un1ver51ty, Rhode Island

M C Gowsr

Valtages and frequency shifts in a self-pumped phase conjugating
BaT10, crystal

XIV Int Quantum Elect Cong, San Francisco (1986)

M G Halnes et al

Progress in fnertial confinement in the UK.

XI Int Conf on Plasma physics and controlled nuclear fusion research
Kyote Japan Nov 1986

Paper IAEA - CN ~ 47 / B-11-1

F Kannari, M J Shaw and F 0'Neill
Parametric studies of an electron beam pumped krypton-rich KrF laser

Conf on Lasers and Electro-optics, San Francisco (1986)

M H Key

X-ray lasers, a summary of progress worldwide

Invited paper at Cong on Lasers and electro-optics, San Francisco
(1986)

M H Key

Energy transport in laser-produced plasmas

Proc XVII Int Conf In Phenomena in Ionised Gases
Invited papers J Bakos, Z Sorlei

Eds Publ Hungarian Academy of Sciences (1986)

M H Key

Laser produced plasmas

Proceedings of the Royal Institution,
Published Science Rev Ltd 58, 215 (1986)

M H Key
X-ray lasers, a summary of progress worldwide
Proc Conf on Lasers and Electro Optics OSA/IEEE, 68 (1986)
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) ‘ Fusion related experiments at the Central Laser Facility
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Laser-plasma XUV sources generated by KrF lasers 1985
Proc SPIE Conf on soft X-ray optics and technology, Berlin Plasma Physics and Controlled Fusfon, 28, 235 (1986)

SPIE Vol 733 (1986)

F Wilkinson, C J Willsher, P A Leicester and M J C Smith
F 0'Neill, I N'Ross, D Evans and J U D Langridge Picosecond laser flash photolysis of opaque materials
Colloidal silica coating for KrF and Nd:iglass laser applications Proc of XIV IUPAC Symposium on Photochemistry, Lisbon, 155 (1986)
Conf on Lasers and Electro-Optics, San Francisco (1986)

0 Witl1 et al
F 0'Neill, Y Owadano, I C E Turcu, A G Michette, C Hills and A M X-ray laser research at the Rutherford Appleton Laboratory
Rogoyski _ Proc SPIE Annual Int Tech Symp, San Diego, USA, 2 (1987).
Low pawer pulsed laser-plasma sources of soft X-rays
Proc 3rd Topical Meeting on Short Wavelength Coherent Radiation,
" Monterey, March (1986)

F Q'Nei11.'M C Gower, I C E Turcu, Y Owadano and R Feder
X-ray lithography-using a KrF laser-plasma -source
Conf on Lasers and Electro-optics, San Francisco (1986)

I N Ross, 0 Wi114, 6 P Kiehn, M H Key and C J Hooker
Performance of a new X-ray laser 1ine focus geometry
Conf on Lasers on Electro-Optics, San Francisco (1986)

Z Sobiesierski and.R T Phillips

- Time resolved photoluminescence in Amorphous Phosphous
Proceedings of the International Conference on Non-Crystalline
Semfconductors
Balatonszeplak Sept 1986, Published in Journal of Non-crysta111ne
Solids Vol 90 p457-460, 1987
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PART II LASERS FOR MICROCIRCUIT FABRICATION

Introduction
M C Gower (RAL)

This section of the Laser Division annual report covers the progress
of work undertaken by Laser Division staff working on the
IMicrocircuit Fabrication using Lasers’' project. This project took
place between November 1983 and March 1987 and was jointly funded on
a 50:50 basis by the Engineering Board of the SERC and the Department
of Trade and Industry (DTI). It involved a collaborative effort
between the Laser and Technolegy Divisions of RAL.

The aims and scope of the programme were to carry out an
investigative study of the potential novel uses of lasers in
microcircuit fabrication with particular emphasis being placed on the
use of laser sources in photolithography. More specifically, it is
hoped that results arising from the programme will eventually show
that laser sources c¢an provide cheap, high throughput
photolithography for device sizes between 0.2 =+ lum.

This report covers only that part of the project undertaken in the
Laser Division, namely, investigations of novel methods of high
resolution image projection using lasers. This activity involved 2
man years of RAL Laser Division staff effort supplemented by research
sandwich student and consultative support. A parallel effort, which
studied high resolution imaging using conventicnal cptical materials
and methods with excimer laser sources has been undertaken by staff
from Technology Division and the results are not included in this
report.

The three novel techniques for image projection described in this
report all involved the use of either 'real' or 'lapsed time' phase
conjugate mirrors (PCM's). The first method made, use of a
thermally-induced optical nonlinearity in 1ligquid solutioens to
produced real-time phase conjugate reflections by degenerate
four-wave mixing of ultraviolet excimer laser radiation at 249nm and
is described in Section 1. Also in this section are descriptions of

investigations of the use of holographic techniques to high
resolution image projection. While the results of the use of

.self-pumped photorefractive BaTi0, crystals for high reselution image

projection are fully described in the 1985 Annual Report, further
studies of the self-pumping mechanisms which produce such phase
conjugate beams from these crystals are also reported in Section 1.
Several patent applications arising from the work described in this
section have been made.

In Section 2 we describe fundamental studies of the processes which
affect the fidelity (and hence the resolution for projecting images)
of phase conjugate mirrors produced by stimulated Brillouin
scattering (SBS).

Finally in Section 3 we report on the first observations of direct
excimer laser etching of GaAs. We believe these results could have
great commercial potential for the future fabrication of integrated
optical, quantum well and laser diode devices.

One of the main objectives of this project has been to feed into UK
industry for possible commercial exploitation the more pramising
results of the research. Several companies are currently assessing
these results with a view to future exploitation.



SECTION 1 TIMAGE PROJECTION USING PHASE CONJUGATE MIRRORS

1.1 IMAGING BY DEGENERATE FOUR WAVE MIXING AT 249nm

G'M Davis, A F Gibson and M C Gower (RAL)

The size of the minimum resolvable element, V, of an image fs related
to the wavelength, A, and the numerical aperture, NA, by

= CA/NA . {n

where C is a numerical constant of about 0.8 and depends on such
factors as the coherence of the light source. Similarly the depth of
focus, 8, is given by

= CA/(NA)2 {2)

so that, for a given NA, V/0 decreases with A. Research on the use
of KrF (249 nm) and ArF (193 nm) lasers as UV sources for high
resolution image projection and photolithography, primarily using
conventional but complex lens systems, is being actively pursued
worldwide (including at RAL). Alternative imaging techniques worthy
of consideration are UY holography (see Section 1.2) and degenerate
four wave mixing (DFWM).

DFWM at 249 nm was first observed by Caro and Gower(l). The
mechanism in the working medium was thermal: energy absorbed by the
dye Rh6G dissolved in ethanel modulated the local temperature and
hence refractive index. Imaging and photolithography using the Caro
and Gower technique was demonstrated by Levenson using a tripled
Nd:YAG laser (A = 355 nm) as his source. For some of our
experimental work we used the experimental arrangement shown
schematically in Figure 1. It is essentially the same as that used

by Levenson (except for the shorter wavelength) and can be considered
the basic minimum required for DFWM. In the following sections we
describe the factors influencing the choice of component parameters
in a DFWM structure for use at 249 nm, how the basic structure might
be improved and our experimental results.

The source of 249 nm radiation was a Lambda-Physik type EMG 150
laser. The linewidth of this laser was measured to be ~ 0.3cm~L.

"The irreducible beam d1vergence was no greater than tw1ce the

diffraction 1imit sa that.the transverse coherence length, lT, was
more than half the actual beam width, w. The laser pulse duration
was about 20ns.

PUMH
(WRITE)

FOUR WAVE
MIXING

CELL BEAM
- SPLITTIER
" PHQTO-
e RESIST
— /T B
'
— =1 MASK

FRESNEL

) '
“ RHOMB LIQUID
G, . FLOW
'%%/3\6?40 ' OBJECT
<9€q » BE AM
, ,

Fig ! Egquipment for degenerate four-wave mixing (DFHM)-



The very high gain of KrF necessitates protection of the laser from °
To do this a gap of .

the retro-reflected or "Read Beam" pulse.
several metres was left between the -laser-and imaging apparatus so
that the amplifier gain had subsided before the read pulse returned
to the laser.. In addition, isolation of the laser was obtained by
using & Fresnel rhomb which was inserted between the interaction cell
and the retromirror (see Figure 1) to rotate the plane of
polarisation by 90° in double pass, and a polarizer stack interposed
between the Taser and apparatus (not shown in Figure 1). This type
of polarisation Isolation also gave two other advantages. The
polariser stack eliminated half of the amplified spontaneous emission
from the Krf amplifier. Also a polarisation sensitive beam splitter
cube could be used in the set-up shown in Figure 1 (object and image
beams must have the same polarisation as the write and read beams
respectively). Such protection was not used with Levenson's tripled
YAG source.

Single shot photolithography suffers from frreproducibility of dose
problens. We therefore wish to deliver the regquired total dose
(v 100mdcm-2) to the photoresist in a few tens of pulses. However
the energy, Ey» delivered to the photoresist per pulse should be
maximised since this allows for the maximum field size coverage.
Clearly E1 {s the product of the pulse energy in the object beam, Eor
the efficiency, e, of the beam splitter and the reflectivity, R, of
the canjugator. Since the intensities of the pump beams are orders
of magnitude greater than those of the object or image beams, the
former are -the prime source of scattered light, or "noise" in the
system. Hence the product of the three parameters, E.eR, per unit
punp intensity 1s of critical importance In obtaining an adequate
signal to noise ratio at the photeoresist. We consider these three
parameters separately.

The object beam pulse energy, E , is Timited by the risk of damage to
either the mask or the beam splitter. An uncoated quartz plate at
45°, thick enough to sufficiently separate the wanted and unwanted
reflections, can provide a high damage threshold beam splitter and
its relatively low efficiency (9%) can be compensated for by
increasing E, to the 1imit set by the mask. The astigmatism which
such a compenent produces can be compensated for by inserting an
equivalent plate between mask and beam splitter, as shown in Figure
2. It might be thought that, arranged as 1in Figure 2, the
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astignatism of each plate would add. In fact the phase conjugate
reflector reverses the astigmatism caused by the first (compensator)
plate so that cancellation is achieved in the second (beam splitter)
plate. Cancellation requires that the nett astigmatism be less than
the depth of focus. *~ For quartz (n = 1.5) plates of thicknesses t,

and t, at angles &, and ¢, to the optic axis where t, = t, = t and
¢, = 9, = 45° this requires
6 = Ry >0.27 (£, - t,) + 1.37 (o, - 8,) 3

so that, if t > t,, the thinner plate must be tipped at a greater
angle (§, > ¢,) to compensate. For MA ~ 0.25 and t »~ 1 cm this
requires thickness accuracies of a few tens of microns and angular
accuracies around 100 pradians. A beam splitter to this design has
been made, tested and patented.

™
CONJUGATOR =——*
PHOTO
RESIST
MASK
AOBJECT
BEAM
Fig 2 Damage-resistant beam splitter



A beam splitter cube 1s not astigmatic (provided it 1s truly cubic)
but, unlike the above two plate system, no adjustment can usually be
made after assembly. Furthermore, we have found that it is not
possible to reach the theoretical 25% efficiency at 249 nm with thin
metallic coatings. Absorption of ~10% was typical in such coatings

“which have damage thresholds of < 5mJ/cm2. However, we have obtained
high efficiencies (v 40%) using polarisation sensitive multilayer
dielectric coatings. Provided the number of layers 15 kept small
(s 3) a cubic beam spiitter can still be produced for which a strong
dependence of efficiency on angle (which could 1imit NA) was avoided
and an adequate damage threshold (> 20 mJd/cm?) was obtained.

For R < 1 the reflectivity is proportional to the product of the
write and read beam intensities and hence, for a given laser power,
varies as w-* where w is the pump beam diameter. For R > 1 the
dependence 1s even steeper. Since R ~ 1 requires pump powers
A~ 25 MWem-2 1). some beam diameter compression using a telescope is
necessary and we have generally used a diameter compression factor of
x3 of the output beam from the laser. However, far more important
than the absolute value of R, 1s the fact that the image to scatter
energy ratio, and hence the signal to noise ratio at the photoresist,
also varies as w-* or steeper. This is because, for a given laser
puise energy, the scattered energy 1is independent of w. A
consequence of reducing w, to increase signal to noise at the
photoresist is to reduce the numerical aperture and hence resalution
(see above).

Compared with w the varfation of R {and hence signal to nofse ratio)
with other parameters is comparatively slow. Care and Gower
confirmed that R varfed with the absorption coefficient, a, of the
liquid fil11ing the cell as

R = C exp{- 2aL/cosy) [1 - exp(- al}]? {4)
where L s the cell thickness and ¢ the angle between write and

object beams in the liquid. This function passes through a broad
maximum at alL ~ 0.7, or less ifT ¢ is large.

285

Even when not multiplied by o the cell thickness also influences R .
A holaogram is only formed in the cell if the write and object beams
not merely overlap but are mutually coherent. Inspection of Figure 1
shows immediately that this sets an upper limit to L. For the
central, unscattered, object ray the reflectivity will fall when

L=z RT/tanw _ (5)

where 2. is the transverse coherence Tength and, in our equipment
with a beam diameter compression of 3 is only a few millimetres.

When the write and read beams became misaligned, L appears indirectly
through the fall in R which occurs if the phase matching condition is
not met. For a small misalignment, B8, the object and image beams
also become misaligned by a small angle, Ab, given by

Ap = B cos ¥ (6)
so that aberratfon correction of any double passed components, the
halimark of phase conjugate systems, will not normally be achieved.

There remains, however, an uncorrectable wavevector mismatch, Ak,
given by

Ak = 8k sin ¥ (N

and R falls off whem AK exceeds the uncertainty in k due to the

finite 1inewidth of the laser and the thickness of the cell. We can
roughly estimate the uncertainty in k to be of order
1. N R S
L) + RL)ZJ = L say (8)

where !L is the longitudinal coherence length of the laser. The
reflectivity is then given by

R = sin®x/x?



where (9)
:x = ZnLcB sin WLc

and hence pump beam alignment is much more critical in the plane of
Figure 1 than perpendicular to it, although of course $ # 0 in any
plane due to the finite beam divergence of the laser. Faor LC = 5mm
and sin ¥ = 0.5, x = n/2 gives R = 0 at 8 = 25uradians. Confirmation
of this conclusion is provided by Levenson'~’, who with Le = 2cm and
a more coherent Taser noted "The direction of the retroreflected beam
was exceedingly critical; a deviation of a few microradians ....
reduced .... the reflectivity essentially to zera". The roles of the
thermal properties of the solvent in determining R have been studied
by Hoffman The constant of proportionality in egquation(4)
contains a solvent figure of merit, Q, given by

_2m dn :
Q- 52 @ (10)

where p is the density and C. the specific heat. Within the lTimited
range of available solvents which are transparent at 249nm, Q does
not. vary greatly between materials. Rh6G 1s mot a good cholce as
absorber due to its high fluorescence efficiency and so acetone was
used as the working medium.

The time constant 1, for washout of the thermal hologram formed by
write and image beams in the liquid depends on the grating spacing
and hence the angle between them

1= b Ty M (11)
nZ K (4m)2 sin® (/2)
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where K is the thermal conductfvity. Since R decreases when t is a
less than the laser pulse duration (about 20 ns) egquation (11) sets
an upper 1imit to ¥ in ethanol of 36° corresponding to an angle of
53° batween write and fmage beams external to the cell. Eg (11)
similarly sets an upper 1imit to equation (4).

If 1 1is. greater than the Jaser pulse duration the conjugator
reflectivity can be enhanced by delaying the read beam and we have
observed an enhancement of up to a factor of 2 by this method.

The image quality obtainable from a phase conjugate reflector is
intrinsically limited by the finite spread in wavevector of the
reflected beam (equation (8)). In practice, however, at least in our
experiments, the resolution is limited (as in conventional optical
instruments) by half the anguiar aperture, ¢, subtended by the
conjugate reflector at the photoresist or the mask. Then

NA = ntsing {12)

where n! is a composite refractive index since part of the optical
path is through quartz and part through air.

In the structure shown in figure 1, sind and hence the resolution is
cbviously determined by the effective radius of the conjugator
divided by the distance between the cell and photoresist. As noted
above, the former 1s 1imited by the pump beam width, w, or the
transverse coherence length, 2T, and is censtrained by the need to
maintain a high reflectivity per unit pump power. Reducing the
cell-photoresist separation reguires efther reducing w, which is
counterproductive, or increasing the angle, ¥, between write and
object beams subject to the constraints imposed by equations (4), (5)
and {9) but particularly the 1imit set by equating 1 (equation (11))
and the laser pulse duration. We, 1lke Levenson, have used a value
of ¥ n 35° in the geometry of Figure 1. If a major improvement in
resoiution is to be obtained a new structure must be devised. Two
novel geometries have been tried,



In the arrangement shown in Figure 3 a lens images the mask within
the mixer cell with unit magnification. Being double passed the
aberrations of the lens are, in principle, cancelled. Three
consequences follow:

{a) sind and hence the resolution is determined by the aperture of
the lens. For unit magnification

= L '
where F is the "f number" of the lens.

(b) The width of the pump beam determines the area of mask included
in the image, not the resolution. Hence w can be decreased, with the
advantages discussed above without a loss in resolution.

(c) Provided the object beam is inverted twice, as in Figure 3, each
ray of the object beam at the cell is pumped by a near equivalent ray
in the write bean. Mixing 15 then much less sensitive to the
transverse coherence of the laser.

From equations (1) and (13) a.lens of F £ 1 is required for submicron
resolution. While no single lens was available when this scheme was
tested experimentaily a two lens combination of, plano-convex lenses
(F=2 and 1.5} were used and where tilted to deflect unwanted Fresnel
reflections from the surfaces impinging upon the photoresist. A

result, using a 1 mm thick cell, is shown in Figure 4. It 1s 1ikely

that the aberrations caused by tilting of these lenses were too large
to be fully corrected for by the thin conjugator particularly in
areas of the large angie used between write and image beams.

Two beams at right angles tc one another can be combined at a 45°
quartz prism {n = 1.5, critical angle 42°) as shown in Figure 5. The
angle between the two beams in the mixing cell can then be quite
modest (n15°) which then allows a thick cell to be used. Mast
important, the use of such a prism allows the beam splitter to be
brought very close to the cell: the layout in Figure 5 gives

. FOUR WAVE 7~ PUMP

Z,
. “(WRITE)
MIXING CELL . BEAM ,”
/7

BEAM SPLITTER
PHOTO
RESIST
p ' MASK
/10 . LENS g;
FRESNEL
s
< § BEAM
RETRO
MIRROR Ch INVERT
OBJECT
BEAM

Fig 3 Equipment for DFWM with image relaying

Fig 4 Optical microscope pictures of 3um features produced by the
setup shown in Fig 3.



N.A. = 0.28. The NA can be further enhanced -~ theoretically at least

- to 0.6 or 0.7 by guiding the object beam by using mirrors. Such a
design has be patented. Finally, a simple rectangular layout can be
achieved- when -using this arrangement. This simplifies the
achievement of the mutual coherence requirements between write and
object beams.

A photograph of apparatus using this principle 1s shown in Figure 6
and a test image recorded 1in photoresist in Figure 7. High
resplution appears to be achievable but clearly there {s an
unacceptable amount of "fogging" of the photoresist due to scattered
pump 1ight. This scattered 1ight was found to arise from
(non-total), total internal reflection at the prism surface. The
image shown in Figure 7 was obtained with a pump beam diameter
compression factor of 3, a relatively low (~10%) efficfency beam
splitter and no enhancement of the reflectivity by read beam delay
(possible with ¥ = 159). However, the improvements achievable
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Fig 5 Equipment for DFWM with beam combining prism
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Fig 6

Photograph of set-up drawn in Fig 5.



Fig 7

SEM pictures of images produced by set-up shown in Figs 5 and
6. The smallest lines are lum wide.
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thraugh these factors would not be sufficient to produce an
acceptable image to scatter ratio. Investigation showed that the
intensity of the 1ight scattered at the prism surface was:
substantially omnidirectional se that no reductfon in the amount
reaching the beam splitter by adjusting the prism orientation was
possible.  Furthermore, scattered light which would normally have
missed the photoresist was guided to 1t by total internal reflection
within the beamsplitter cube so that the effective NA for the scatter
was greater than that for the signal. Extensive studies were made of
the effect of prism surface quality and cleanliness and of
alternative geometries (eg 60° prisms) but it was finally concluded
that an adequate image to scatter ratio was not obtainable at 249 nm
with currently available conjugate reflectivities per unit pump

"power. Success might be achieved at the Tonger wavelength using an

XeF laser at (351 nm) for which scattering is less.

For the nonlinear optical materials which have been studied thus far
for use as active media in the ultraviolet, the high pump intensities
required for efficient DFWM will always be a handicap for an
potential applicability of phase conjugate 7mage projection to
photolithography. Further research on this applicatfon should
concentrate on the search for more efficient conjugator materials.

1.2 HOLOGRAPHIC IMAGE PROJECTION AT 248 nm.

G M Davis and I N Rass (RAL)

The wark reported in this section describes the use of surface reljef
reflection holograms fabricated on photoresist to produce
spackle-free reconstructions of micron-sized mask features recorded
directly into photoresis?a) Other than the information of holographic
diffraction gratings to our knowledge these are the first
holograms produced by an excimer laser operating at a wavelength.of
249 nm, In addition, this work describes the most practical
demonstration to date of microcircuit replication from a hologram of
a microcircuit.



The basic experimental recording geometry 1s shown in Figure B8{a).
The ' hologram was formed by the interference between an aberrated
image of the mask and a plane reference beam: There are a number of
features of this chosen geometry which require comment:

(a) The hologram is located close to the image plane of the mask
giving a balance to the need minimising transverse coherence and beam
quality requirements during recording and reconstruction, and the
need to minimise the effect of holegram surface defects. In
addition, for this near image plane geometry the fidelity of the
reconstructed wave is relatively insensitive to the bandwidth of the
reconstruction wave as well as the optical quality of the medium
and substrate.

(b) A1l beams are specular and care is taken to reduce scatter to a
minimum. Reconstructed images should then be near speckle-free.

(c) For reference and cbject beam with.matched path length at the
centre of the hologram, the longitudinal coherence length, L,
required during recording is given by:

LY (stn g - sin p) | o (1)

where W = width of hologram, 8 = the angle between the normal to the
hologram and reference beam and the B = the angle between the normal
to the hologram and the object beam.. Both angles are measured from
the same side of the hologram normal. For all of our holographic
experiments B8 < 50°, |sinB| < 0.25 and W < 1.3em. Thus the
longitudinal coherence length, L, of the laser needed to be more than
0.66¢cm which corresponds to a bandwidth Av(FWHM)=0.4cm-t, This
bandwidth can relatively easily be produced from an excimer laser.

(d) During recording, the interference fringes illuminating the
holographic resist plate must remain stationary. However, if the
hologram is recorded using a single laser pulse of 9ns (FWHM)
duration the effect of the mechanical stabi1ity of the mounts and air
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Fig 8 Experimental arrangement used for:

(a) recording the holograms, (b) reconstruction from a reflection

hologram, Dielectric turning mirres, M, beam compressing prism, P,

beam splitter, B, curved imaging mirror, M,, of diameter lOcm and

radius of curvature 20cm, beam expander consisting of two lenses F, =
290 25cm and F, = +50cm.



turbuliance can be ignored. To achieve this single pulse exposure
while minimising the fluence on the mask during recording and on the
holegram during reconstruction, unit magnification was used in the
imaging system. This choice of magnification also minimises mirror
aberrations on the hologram.

(e} A mirror was used to image the mask onto the hologram since such
a system 1s inexpensive and is achromatic. This Tlatter property
reduces the requirements on the bandwidth of the reconstruction wave.
For the chosen geometry the 10cm diameter mirror of radius of
curvature of 20cm had a numerical aperture NA of 0.25 giving a limit
of resolution, V, for this coherent i1lumination system of

V=0.77A/NA (2)
= 0.8um

at a wavelength a 248nm. In addition the recording gecmetry
resembles the Imaging optics of some current commercial VLSI
projection printers.

(f) These experiments used an 850A thick chromimum-on-quartz mask
which contained feature sizes as small as lum.

The 1Hz KrF excimer laser used for these experiments was a
line-narrowed oscillator, single-pass amplifier system. This laser
provided a fluence of about 60mJ/cm? at a wavelength of 248nm over
the central 0.17c¢m? of the collimated output beam. This beam had a
divergence of 47urads and an elliptical cross-section with major and
minor axes of 1.lem and 0.4cm respectively. By replacing the
line-narrowing optics of the oscillator with a plane mirror the
linewidth of 0.3cm-* could be increased to 50cm-! without affecting
the beam quality. The oscillator output was plane-polarised and
using a half-wave plate positioned between the oscillator and the
amplifier, the electric field vector of the amplifier output was
rotated perpendicular to the plane of incidence at the mask.

A x2 beam expander was used to improve the beam uniformity over the
central area of the hologram. The mask and holographic plate were
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placed approximately normal to the optic axis of the incident object
beam. The distance of the holographic plate from the imaging mirror
was adjusted for the best overall focus of the mask image on the
plate. Prism P in Fig 8{a) compressed the beam laterally until its
width was equal to that of the object beam on the hologram. When the
mask was absent form the experimental arrangement, the obJect to
reference wave fluence ratio was 1:3 at the hologram plane. For a
fixed average exposing fluence, this ratio was a compromise between
achieving sufficient resist depth modulation for a high diffraction
efficiency while simultaneously exposing all regions of the hologram
sufficiently to achieve material linearity.

" By choosing the angle B between the reference beam and the normal to

the hologram to be 50°, the unwanted first order reflection from the
hologram was eliminated. Thus, the hologram efficiently diffracted
energy into the required real image. Negligible energy was
diffracted into higher orders. In addition, for 8=50°, the planes of
interference of the two beams are at a substantial angle to the
recording plane so that the processed hologram may have exhibited

blazing which would further increase the efficiency of image
reconstruction*”’.
The holograms were recorded on positive photoresist. There were

several reasons for this choice of photosensitive medium:

{a) Positive photoresist is capable of recording the high spatial
frequencies of several thousand cycles/mm which are typical of our
holographic recordings(7 .

(b) Unlike commercial fine grain emulsions, where the dimensions of
the developed silver grains can range from about 0.2um to several
microns, the positive photoresist remaining after development fis
virtually didentical to its unprocessed form and hence is
non-granular. Therefore, the speckle, so prominent in
reconstructions from photographic holograms should be negligible when
positive photoresist is used as the recording medium.



(c) Thin layers of positive photoresist are highly stable materials
and show 1ittle dimensional change after exposure and prncess1ng(8).

The holographic frings pattern illuminates the photoresist which has
been coated onto a suitable substrate. The solubility of resist in
developer depends on exposure so the varfations in intensity of the
fringes become variations- in resist thickness. Therefore the
resulting hologram is primarily a surface relfef phase hologram,
although when used in transmission there 1s also a contribution. from
- absorption variations due to the thickness variations.

The choice of photoresist for recording the hologram was determined
by the requirements that the resist be sufficiently sensitive at the
laser wavelength to allow single-pulse recording, and that it should
have an .absorption depth large enough to ensure reasonably uniform
-.exposure to. the depth of the surface modulation of the hologram. Of
the photoresists readily available Shipley AZ2400 seemed the most
suitable since at the KrF excimer laser wavelength of 248nm it has an
_ absorption depth of 0.3110.03um(9). In addition, Jain et aT(IO) have
already successfully employed this resist for conventional
11thography using a KrF excimer laser as the exposing 1ight source.

The hologram efficiencies were measured using a photodiode and an
osc¢tlloscope to record the incident power, I, and the power, S,
diffracted into the 1image.  Although the experiments were not
exhaustive, our results indicated that in general greater efficiency
(5/1) was achieved for helograms recorded at higher fluences,
However, the damage threshold of AZ2400 resist when exposed to high
pulsed fluences of 9ns duration from the KrF excimer laser 1imits the
maximum exposure fluence to about 5md/cm2. Thus, in order to achieve
the. highest hologram diffraction efficiency using single-pulse
recording, 1t was necessary to use recording beam fluences which were
~as close as possible to the resist damage threshold.

Transmission helograms on quartz substrates and reflection holograms
on glass or quartz substrates were recorded on Shipley AZ2400 resist
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using single laser puises. The development conditions were varied to
produce holograms which had the optimum surface quality and
diffraction efficiency for the given exposure of about 5md/cm?.
Development for 30 seconds in a 4:1 water to Shipley AZ2401 developer
solution provided the best results. Even sa, these holograms
produced diffraction efficiencies of less than 2%, images which were
unacceptably degraded by scatter noise, and reconstructicn exposure
times which were sufficiently long to cause image blurring due to
mechanfcal instablilities.

To achieve higher diffraction efficiencies, of about 10%, the
holograms were coated with a nominal 600A thick layer of aluminium by
thermal evaporation. An additional advantage of coating the
holograms with aluminium was that the damage threshold of the
holograms was Iincreased from the 5md/cm? resist damage thresheld to
more than 20mJ/cm2. Thus higher fluences could be used during
reconstruction to further shorten the exposure time of the image.
For the same reason AZ2400, the most sensitive resist available to
us, was used to record the reconstructed images even though the
absorption depth of 0.311#0.03um of this resist is probably too small
to aasi]y achieve vertical wall profiles in the 1lpm thick layer of
r‘esist(9 .

As mentioned above, reconstructions from uncoated photoresist
holograms suffered from background speckle noise. Since there was no
source of grain scatter in this experiment the main source of speckle
was assumed to be dust on the optics. Thus to minimise speckle in
the holographic Images, where possible the optical components were

. cleaned and removed as far away as practicable from the hologram,

both during recording and reconstruction.

Having made these improvements several holograms were recorded,
developed and aluminised. In the plane of the hologram the
reconstruction beam had a fluence of 14md/cm?. To fully expose a lum
thick layer of resist to the smallest image features reguired about
60 laser pulses for 1 minute development in a 4:1 water to Shipley
2401 developer solution. Figures 9 and 10 are scanning electron
micrographs. of these smallest features and show 1ittle evidence of
speckle.



The mechanical stability of the experimental arrangement was 1imited
to a few microns and since no interferometric technique was used to
reposition the hologram after development the best image fidelity was
sought by 'trial and error' focusing. The hologram was moved along a
1ine normal te the hologram in steps of a few microns, and the
holographic image recorded at each new setting. As shown in Figure
11, translation of the hologram by about 5um produced a noticeable
deterioration in the 1image fidelity. This observation is in
agreement with the depth of focus, &, as calculated from the
numerical aperture, NA, of the imaging system, where

6=A/ (NAZ) (3)
=4pm.

Since perfect relocation was not possible by this method even the
best images obtained (Figures 9 and 10) show features not present in
the mask and which may be due to positioning errors of the developed
hologram and the resist plate.

Exchanging the 1ine-narrowing optics on the laser oscillator for a
plane 100% mirror produced a broad bandwidth (50cm-®) laser output

lel X1000

Fig 9 (a), {b) and (d) are scanning electron micrographs of ths

smallest square features present in the mask reconstruction. The

exposure dose of about 180mJ/cm? was delivered in 60 laser pulses. The

images were recorded on a lpm thick layer of AZ2400 resist spun on a 293
glass substrate. Development was for 1 minute in a 4:1 water to

Shipley 2401 developer salution. (c) An optical transmission

micrograph of the corresponding area of the mask.

Fig 10

r—

X 400 {b}

(a) Scénning electron micrographs of the smallest lines and
spaces present in the mask reconstruction. The exposure dose of about
180mJ/cmd, was delivered in 60 laser pulses. The images were recorded
on a Ium thick layer of AZ2400 resist spun on a glass substrate.
Development was for 1 minute in a 4:l1 water to Shipley 2401 developer
salution. (b) An optical microscope transmission photograph of the
came area of the mask. The numbers refer to the nominal widths of the
lines in microns.



without affecting the spatial beam quality. Using the 'trial and
error' focussing technigue described above it was demonstrated that
increasing the linewidth from 0.3¢cm-* to 50 cm-! blurred the
holographic image by less than lum (Figure 12).

In  conclusion this series of experiments has successfully
demonstrated that using a KrF excimer laser, a simple projection
geometry and an aluminised photoresist hologram, speckle-free images
of micron-sized features can be recorded in photoresist.

Preliminary experiments using a proximity holographic system and a
Krf excimer laser were also undertaken. The details of this system
are described in the following section. Figure 13 shows scanning
electron micrographs of the smallest features in a reconstruction of
the mask from one of these proximity holograms. Although the lum
features are clearly visible, the images are severely degraded by
speckle noise due to significant scatter from nearby surfaces.
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(b)

Fig 11 (b) Scanning electron microscope of the image? p_»roduced vhen the
hologram position was translated by 5um from the position used to
obtain the image shown in (a).



1o¥

{b)

Fig I3 Scanning electron micrographs of reconstructions from &
(b) progimity hologram. Shipley AZ2400 resist was used to record both the
holograms and the reconstruction of the mask.

Fig 12 (a) ﬂnd (b) are Scanning electron micro rap, i
o ~ A ' hs of the 1m589
produced by 111Um1natlng the holo ram with - 1
. i g a broad bﬂﬂd (5OCm ) KrF



1.3 HOLOGRAPHIC IMAGE PROJECTION AT 458 nm

D Klemitz and I N Ross {(RAL)

Holography is a two- stage or time lapsed imaging process, the work
here 1s looking at the possibi]ity of employing this unconventional
technique 1in microcircuit 1ithography. During recording of the
hologram and subsequent reconstruction of its image, our chosen
scheme involves three significant 1ight waves being present. The
reference wave is made to reflect internally giving two components
while the subject wave creates a third; Fig 14 (a) and (b).

Fig.- 15 shows the optics used in .the hologram recording mode. The
1ight source is a c.w. argon ion laser at 458 nm (visible) operating
in the single transverse mode T.E.M .. The prism arrangement
amplitude divides the incident beam forming the subject and reference
beam arms “directed by mirrors M, and M, respectively. Both path
lengths are matched through the optics to within the coherence length
of the laser 11ght (0.2 cm~* = A v = 6GHz). Internal reflection of
the reference wave allows the subject - here a resolution test mask -
to be brought in close proximity to the recording plane. This small
distance between the twoc planes relaxes the normally stringent
requirements for positioning the hologram for faithful image
reconstruction.

AZ 1350 photo-resist (0.3 pm deep) on a glass plate serves as a
material for recording the hologram. The resist is exposed to the
laser 1ight through the transparent features of the resolution mask
in the subject beam. Subsequent development of the resist realises
the optical interference effects of the subject and reference beams
in the surface relief of the remaining resist. During reconstruction
in the presence of the reverse direction or phase conjugate of the
reference wave, the surface relilef of the acts as a resist
diffraction grating to create the conjugate of the original wave and
subject hence reconstruct the transparent and opaque features of the
resolution mask.

Reference Wave 130}Jm

R ~

Subject
Wave
Mask Phase Conjuate
VVave.jif
(«) W

Fig 14 (a) Recording of the hologram of a resolution test mask.
The reference wave is totally internally reflected, .
(b) Reconstructing the resolution test mask image with R .

. Polarisation @
Lt
B

Spatial Filter Laser A= 458nm

M2

Prisms in optical
contact

Absorbing Surfoce
Recording plane —-—/T N~ Mask
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Fig 15 Optics for recording the proximity hologram,
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To record these features from the reconstructed image a similar glass
plate spin coated with photo-resist 1s placed in the image plane {Fig
14(b)) and exposed. The image distance of the reconstruction is
fixed during the recording stage by a spacer (in this case 130 um)
separating the recording plane and resclution test mask. It should
be emphasised here that the physical nearness of the test mask and
recording plane does not constitute a contact print. Observation of
the hologram after development under white T1ight shows a colour
spectrum indicative of 1ts diffractive nature. Further,
reconstruction as in Fig 14{b} shows the image to appear as expected
130um away from the plane of the hologram.

Fig 16 is the image generated from the hologram. These holographic
images are 'lensless' and are derived during reconstruction from the
phase conjugate wave only. As such the image suffers from ngne of
the associated Seidel aberrations when imaging with spherical lenses
and mirrors. One problem, however, 1is the amount of background
scatter giving rise to ‘'speckle' {inherent with coherent imaging.
Light from the laser also causes specular reflections within the
prisms in optical contact. These were eliminated by the absorbing
surface shown (Fig 15) preventing these reflections from degrading
the image.

Scattered light is also caused by the microscope objective used in
photographing Fig 16 (x40 NA = 0.65). The multiple reflections
scattered within the objective lens are superimposed on the image to
give a worst case figure of signal to noise ratfo in the image of
-15dB or 32:1. The scanning electron micrograph (S.E.M.) shown in
Fig 17 is obtained by exposing the features of the reconstructed
image (Fig 16) to AZ photo-resist placed in the image plane of the
hologram. Subsequently developed, the resist is etched in the
exposed regions leaving the required delineations as shown.

With simple optics and a laser source we have shown better than 1 um
resolution from an Jimage generated via a heologram. Resolution is
dependent upon wavelength and numerical aperture and in our case the
Timit fixed by diffraction is = 0.23um. The image delineations shown
on the S.E.M. show edge imperfections of only = 0.lum and result
from residual scatter which gives rise to a low level of background
speckle on the image.

Since AZ 1350 photo-resist has 1imited useful absarption at 458mm, an
energy of 150 mJ cm-? was the required exposure to achieve the etch
shown in Fig 17. Further werk using a Helium Cadmium laser source
emitting at 351 nm could reduce this exposure level.

Fig 16 The reconstructed holographic image produced by the proximity
hologram. '
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Fig 17 HMicron features etched in photo-resist produced by the
proximity hologram.
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1.4 MECHANISMS FOR INTERNALLY SELF-PUMPED PHASE CONJUGATE EMISSION
FROM BaTi0, CRYSTALS

H C Gower (RAL) and P Hribek (Technical University of Prague)

Since the first discovery of self-pumped phase conjugate mirrors
(SPPCM's) created by internal reflections in crystals of BaTiO,(I).

there has been much interest in trying to understand the mechanisms
responsible for the process. The simplicity and ease of obtaining
efficient self-pumped phase conjugate reflections (SPPCR's) of low
power continuous wave (CW) lasers using this photorefractive material
is contrasted by the great difficulty in understanding how it works.
Much of this difficulty arises because both the ltength and direction
of the beams within the crystal are governed by beam fanning and
coupling effects which optimise themselves and leave the experimenter
with 1ittle externmal control. This frustration would be greatly
reduced if many crystals of different dimensfons but identical in all
other respects were avaflable for study. At present this.is not the
case. Thus of the few experimental .and theoretical studies which
have addressed the problem of understanding the mechanism responsible
for SPPCE, there 1is 1ittie agreement between them. Al though
degenerate four-wave mixing in coupled interaction regions 11'12).
ring cavities( 3 and stimulated photorefractive scattering(ld'IS)have
been suggested as possible mechanisms, great difficulty arises when
trying to explain all of the observed beam Faths within the crystal
and phenomena such as the frequency shifts 16’17). oscillations and
pulsations 18,15 of the phase conjugate wave. Despite the great
interest in using and observing SPPCE in BaTiC,, progress on its
understanding has advanced 1ittle since #ts first observation by
Feinberg five years ago. In this section we. report precise
measurements of some of the processes which help to clarify some of
the mechanisms involved. :

Two poled single domain BaTi0, crystals of dimensions 7x7x7 and
6x4x5 mm having wmeasured absorption coefficients at 488 mnm of



1.8 cm-® and 4.2 cm-! respectively were used for this study. Both
apertured and expanded extracrdinary vpolarised beams from a
nulti-longitudinal mode 488 nm CW Ar* laser were used to study the
response of the SPPCE. A Michelson interferometric arrangement with
the SPPCM as the mirror in one arm is used to monitor any spatial or
temporal freguency shifts of the SPPCE relative to the pump beanm.

Small beam measurements

(a) Stable emission 2.3 < x ¢ 3.2 mm

In Fig 18 we show photographs of the familiar beam focussing, bending
and total internal corner reflections which occur inside the 7 mm
cube crystal and are characteristic of the self-pumping process. By

carefully studying many enlarged photographs of this crystal as a-

small 0.4 mm diameter beam is scanned horizontally across the front
face, we have drawn a scaled diagram in Fig 19 of the paths of the
most intense beams observed. Consider the behaviocur as the input
beam {5 moved from right to left in Figs 18 and 19. The SPPCE begins
n 2.5 mm from the right face of the crystal. In the steady state the
fringes were spatially uniform and stationary in this region
indicating stabiiity and no grating movement within the crystal. A
drop of index matching oil placed sequentially in each corner of the
crystal destroyed the SPPCE only when placed on the top right hand
corner. As shown in Figs 18 and 19, two intense parallel beams
separated by 0.16 mm were observed to propagate towards adjacent
faces of the top right hand corner at an angie of incidence B, to the
top face almost exactly equal to the critical angle of BaTiO,,

Bc n, 25°, Both parallel beams had similar intensities. Since the
maximum value of the two-beam coupling parameter
r .E
= W
T = Znc cos(872) (1)

pccurs at B n 25° when the crystal is illuminated at near normal
1nc1dence(11 , the optimum bending angle of the beam inta the corner
occurs for B8 ~ B_ for which case ¥ ~ 0.65 mm-*, In Eq (1) E, Fagpe 1
and w refer to the light induced space charge field amplitude, the
effective electro—optic coefficient, the 1ight frequency and
background refractive index respectively
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of BaTi0, and are defined further in Ref(11). Geometric
considerations of the diagram in Fig 19 shows that the length of the
loop of 1ight which is reflected in the corner is given by:

2, .L-h ,.d
1, = 5%, “cos 8, T shn 8, (2)

for light incident normal to the entry face. Thus for a given x,, %,
is a maximum if simultaneously 8, is as small and d, is as large as
possible. If light is to stay within the crystal by total internal
reflection, the smallest value which B, can have is ec. The
requirement that h 2= O_in Fig 19 means that light can only couple
into this critical angle loop when
LtanB _+d

X, s —t—t (3)
Hence the maximum value of x,, xlmax' for which the eritical angle
loop can still form occurs when d, is maximised to be » x,. Hence

max .,
1

Tx7memn i
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b L tan ac % 3 mm for our 7 mm cube crystal
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Fig 19 A sketch drawn approximately to scale of the strongest beam
paths observed in the 7x7 mm crystal at three different entry positions
Xy, X3, Xy. At x, and x, the SPFCE is stable and spatially uniform
without a frequency shift relative to the pump frequency. At x, the
emission is unstable and shows pulsation characteristics Also shown
are sketches at positions x, and x, of the observed beam paths as they

couple into the ring of light which propagates between diagonal
corners.
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Since we see exactly this behaviour in Figs 18 and 19, ie that a
critical angle 1loop of minimum area is created in the region
2.3 < x, ¢ 3.2 mm, we conclude that in this region of the crystal the
process causing SPPCE arranges its path so as to maximise its length
into and out of the corner. With the beam at this input position,
feedback by coupling to form ring cavities between corners other than
the top right was never observed. For the power and beam diameter
shown in Fig 18, the minimum Tength of the laop which still produced
SPPCE was Rmin » 1 cm and corresponded to the input beam position
%, v 2.3 mm. For this case the minimum coupling strength aro?nd the
ring, iin® 6.5. This value should be compared with calculations of
the threshold coupling strengths of 2.34, 1.24 and 0.5 for the
self-pumped two interaction region mode1(11'12), the external ring
and semi-1inear cavities 20 . respectively.

Four-wave mixing in coupled interaction regions a1nne11d?5? not
self-maximise the path length of Tight around the loop* "’ ‘. On
the other hand, stimulated photorefractive scattering of a single
beam by 1tself leads to a decreasingly intense beam as the
backscattered Tight depietes the pump, and does not self-optimise by
producing minimum area loops of light(14). Maximisation of the loop
length so that each side of the loop had similar intensities would be
consistent with a four-wave mixing mechanism occurring within the
loop itself rather than at the coupling regicns which intersect the
pump beam. To achieve high gains, the four-wave mixing around the
loop may possibly be enhanced by stimulated photorefractive
scattering In a manner anaTogous to Brillouin enhanced  four-wave
mixing in 1iquids for which high gains have been observed .

(b) Stable emission 3.1 = x < 5.0 mm

When the incident beam is moved further to the left to X, = 3.1 mm
the geometry of the crystal no longer allows coupling into a critical



angle maximum path length loop. However, as shown in Fig 18 stable
SPPCE without frequency shifts was also observed in this region. The
(undepleted) pump is now able to efficifently two-beam cqup1e 11%%)5
ring cavity formed between diagonal corners of the crystal .
Confirmatfon that this diagonal ring cavity provides feedback for the
process was obtained by placing a drop of ofl on elther the top right
or bottom left hand corner of the crystal and observing that in both
cases no SPPCE occurred.

For the diagonal ring in the cube crystal shown in Fig 19, 8, = 45°
and the path length around the whole ring is fixed at 2¥2L while that
around the loop to the right of the pump beam is

%, = 22x, = VZ(L+d,-h) (4)
We observe that after turning on the beam, in the steady-state the
most intense beams maximise &, by maximising d, to form rings

containing minimum area. Presumably as in position X, this behaviour
enhances the four-wave mixing processes which occur around the ring.

The value of y that describes the strength of the coupling into the
top rifht hand corner is reduced to ~ 0.5 mm-! when 8 is increased to
45°(1 ). However this smaller value of y is clearly compensated for
by the extra feedback provided by 1ight which propagates around the
ring. The requirement that h = 0 means that for coupling into the

diagonal loop we must have

Lid, (5)

which as x»L implies d,+x,. Hence In agreement with our
observations as X, becomes larger then rings of smaller area are
created. On the right hand side of the crystal when x £ 3 mm,
since Bc < 45°, h is smaller for and 1ight can be more efficiently
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coupled into the critical angle loop. Thus in this region the pump
becomes depleted before it can reach and couple into the diageonal
ring. The maximum value of x, for coupling into the diagonal ring is
given by ‘ '

X1 = (L) ‘e

For several crystals we have found empirically that the minimum beam
bending radius for turning into the corner is such that h ; -~ 2 mm.
Thus wheh.xz 2 5 mm 1ight is less efficiently coupled into the ring
because the beam radius of the fanned light is too large to do so.
As sketched at the bottom right hand side of Fig 19, we found that
the beam entering the crystal in this region tended to split Into two
or more beams before caupling into both sides of the ring. This
allowed for independent bidirectional coupling of energy by two and
four-wave processes into and out of the ring. Light can then be fed
into the ring by two beam coupling with scattered light, amplified
and then extracted by four-wave mixing in the interaction regions A
and B in Fig 19. Since a freguency shifted writing beam of a few
hertz optimises the (frequency shifted) phase conjagg}e emission
produced in photorefractive media by four-wave mixing , and since
similar frequency shifts are produced to enable the phase to
reproduce after a transit around the r‘ing(13 , the most likely
configuration which leadds to optimised stable SPPCE in this region is
shown in Fig 19. Counterpropagating beams I, (w + 5uw) and I,(w - 6w
of equal and opposite freguency shift &w are set uwp in a
bidirectional ring to act as pump waves for the probe wave I, ()
which produces an unshifted phase conjugate wave I,(w) by four-wave
mixing. Since efficient extraction of energy from the ring leaves
1ittle energy circulating to the left of the pump beam, the phase

conjugate waves produced from the different regions, A and B combine

independently of each other to form a single stable unshifted phase
conjugate beam I,(w).



A pair of additional parallel beams which arose by total internal
reflection in the lower right hand corner of the c¢rystal and which
couple energy out of the diagonal ring were destroyed by placing a
drop of oil on this corner with the result that the SPPCR in the
reglon x, ~ 3.7 mm increased by 30% from that shown in Fig 18. These
interfering beams could be eliminated entirely and the reflectivity
greatly increased in this crystal by increasing the angle of
incidence of the pump beam to greater than 16°. After taking into
account the Fresnel reflection lTosses of the Tight entering and
exiting the crystal when the angle of incidence was incressed to 28°
we found that the crystal produced a SPPCR ~ 45%. Power measurements
around the rest of the crystal showed that in the steady state only
1.4% of the pump power was lost from the crystal as a non-phase
conjugate beam. Thus the remaining 53% of the pump power is
dissipated within this crystal.

{¢) Frequency shifts and instabilities 4.5 < x < 6.0 mm

Increasing x above 4.5 mm produced instabilities and pulsations of
the SPPCE. The frequency of the pulsations was roughly linearly
dependent on the incident laser intensity'™™’ The photographs on
the left of Fig 18 show the beams in the crystal at the peak and dark
periods of the PC pulsations. Also shown in this figure are the
spatial frequency shifts which were sfmultaneously observed to occur
across the PC beam. Such spatial shifts in the vertical direction
were accompanied by horizontal fringe movement corresponding to
frequency shifts of a few hertz. The fringes were found to move in
both the same and in opposite directions to each other across the
beam. The fringes moved slowly at the beginning of each pulsation
and reached their maximum velocity at the peak Just as the emission
was extinguished. As shown in the left hand sketch at the bottom of
Fig 19, in the position x, only a single pump beam was found to
couple into both sides of the ring - presumably because unlike in
position x, the dimension of the crystal allowed insufficlent space
(h, ~ 2 mm) for the pump beam to split into two before coupling into
each side of the ring. As shown in Fig 19 in this case the
counterpropagating beams I, and I, may have frequency shifts of the
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same or opposite signs to produce either an unshifted I (w) or a
frequency shifted beam I, (wt26w) respectively. However, because the
two interaction regions into and out of the ring are now additionally
coupled together by the same {single} pump beam I,(uw), the SPPCE now
becomes unstable.

Unlike the situation at x,, the contribution to I, which arises from
region A can now mix with beams I, and I, in region B to produce an
additional contribution to I,(w) which arrives at region A and can in
turn produce an additional component to I, in region B (and so on}.
The gratings for coupling inte and out of the ring at B must adjust
themselves accordingly. If the PCR's, from regions A and B are not
perfect then new gratings must continue to be formed in these
regions. Beams I, and I, become partially trapped between the two
interaction regions. This explanation for the instability observed
at the position x, s supported by the cbservation that at the peak
of each pulsation a beam which bent into the top right hand corner
was produced from a position beyond the diagonal ring such that
8 ~ 5B8° (see the photograph and sketch in Figs 18 and 19
respectively). We believe that this beam is the contribution to I,
which arrives at A and which has undergone at least two imperfect
phase conjugation processes from A to 8 and back again. Its
imperfect match to the original wave I, arriving at A causes it to be
transmitted through region A and subsequently bent round inteo the top
right hand corner. Broadly speaking the more efficient the
production of a phase conjugate beam from A then the more efficient
the destruction of the gratings coupling intoe and out of the ring at
B. New gratings are created at a rate determined by the
photoconductivity of the crystal. Thus the period of the pulsations
will be agproximate]y inversely nproportional to the laser
'lnten'.=.1'1:y(1 »19} This type of unstable behaviour would then
explain our observation that gratings move most rapidly at the
maximum and during the decay period of each pulsation. The spatial
phase shifts in the vertical direction shown in the photograph in Fig
18 are presumably created by geometric inhomogeneities of the crystal
(imperfect corners, etc), which allow for the counterpropagating
waves in the ring to have freguency shifts of the same sign in some
vertical regions and opposite signs in other regions.




The spatially resolved near threshold SPPCR measurements shown in Fig
20 for the 6x4 mm crystal are qualitatively similar to those shown in
Fig 18 for the 7x7 mm crystal. However the SPPCR was less and the
near threshold power for self-pumping occurs over a more restricted
region of the crystal. We also show in Fig 20 the buildup and
temporal characteristics of the SPPCE. Most of the behaviour can be

explained by the observations and arguments presented above for the|

7x7 mm crystal. An additional region that gave a refiection with an
aoscillatory amplitude on the right hand side of the crystal was
observed. These sinusofdal oscillations may arise from beating
between SPCCE's which arise by different mechanisms within the
crystal.

Full aperture illumination

In Fig 21 we show the crystal and fringes when the whole entrance
face was illuminated at a power several times that required for
self-pumping. Both the critical angle loop and the dfagonal ring
regions are clearly evident in the 7 mm crystal shown in Fig 21(a)
for x, £ 3 mm and 3 mm < x, < L respectively. Fig 21(b) shows that

when the entrance face to the crystal js fully illuminated the SPPCE[

which arises from these two regions are phase-Tocked together. In
the steady state these fringes were found to be both stable and
stationary, without any frequency shift. However, as shown in Fig
21(c) 1f a small ¢ 200 um wide s1it of Tight was allowed to spitl
over from the front face and 11luminate the left hand face around the
left hand corner, a new phase conjugate beam appeared from this
region. The phase of this additional reflection was unrelated to
that of the SPPCE from the front face. Since this new emission
disappeared when the front face was not 11luminated we conclude that
it arose from four-wave mixing between beams entering the front face
and the 11ght refracted into and across the crystal via the left hand
side face. If light was allowed to spill over to cover all of the
left hand face then all SPPCE from the front and side faces was
extinguished. When a2 1 mm diameter hole was made in the screen which
stopped 1ight from falling on the left face, SPPCE occurred thraugh
the hole and a dark 1 mm wide strip at the same height as the hole
appeared on the SPPCE across the entire front face. Clearly 1light
which enters the left face can greatly affect the ful)l aperture
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Fig 20 SPPCR versus horizontal entrance‘position of a 0.4 mm diameter

beam on the 6x4 mm crystal. The angle of incidence was 16° and the
laser power was 3.6 mW ~ 1,4P;p. The temporal behaviour of the SPFCE
is shown for different entry positions of the pump beam following the
initial illumination of the crystal at t = 0.
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(a)

(b)

(c)

(d)

Fig 21 (a) Picture of.beam paths in the 7x7 mm crystal with
;11lumination by the pump beam of the full entrance aperture of the
crystal, Note the two distinet beam paths of the critical angle loop

and the diagonal ring.

(b) Uniform and stationary interference pattern produced across
the entire aperture of the 7x7 mm crystal.

(c) If a 200 um wide slit of light also illuminates the left
hand face at the left hand corner an additional SPPCE is created in
this region which has an unrelated phase to the emission which arises
through the front face.

(d) Spatial phase shifts in the verticel direction are created
in the 6x4 mm crystal when the full aperture is illuminated. The top
half of the pattern also moves horizontally corresponding to frequency
shifta of a few Hz.
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enission from the front face. The importance of the left hand face
to the process was underlined by measurements on the 6x4 mm crystal.
In this crystal, which had a larger absorption coefficient than the
7 mm crystal, SPPCE of a 2 mm diameter beam which entered the front
face did not even begin unless some small amount of scattered laser
light entered the left hand face of the crystal. Hence depending on
the size and entry position of beams, 1ight which enters the left
face can either favourably or unfavourably couple with the pump beam
to help establish or extinguish the diagonal ring. Since the 1ight
travelling in the direction of the top right hand corner initially
becomes amplified by the pump beam to establish the ring, the left
face 15 cruclal to the establishment of the SPPCE process. Painting
this face with white(la) or black paint to enhance or inhibit the
light in this direction is known to alter the behaviour of the
process. As described earlier we find that a drop of oil placed only
at the bottom left hand cormer can prevent the building up of SPPCE
altogether. '

In Fig 21(d) we also show the SPPCE and fringes produced for full
aperture 1llumination of the 6x4 mm crystal. As can be seen, for
this crystal there was a phase shift of the SPPCE between the top and
bottom halves of the crystal. While the fringes in the bottom half
were stationary, in the +top half their horizontal movement
corresponded to a frequency shift of a few hertz. Depending on the
vertical position in some crystals it appears that beams can
simultaneously counterpropagate in rings with both the stable and
unstable coupling arrangements shown in Fig 19. As discussed
previously for the 7x7 mm crystal, this behaviour presumably results
from the geometrical variations of the crystal in the vertical
direction. Progressively masking the crystal from the left hand edge
slowed down the fringe movements in the upper half of the 6x4 mm
crystal, The fringes across the full aperture became stationary when
light was prevented from entering the crystal ~ 1 mm from the left
hand corner. It appears that this masking can transfer the coupling
into the ring from the unstable position at x, to the stable position
%, in Fig 19.



When the full entrance aperture of the 6x4 mm crystal was illuminated
as in Fig 21(d), we found that obscuring the region around x ~ 3.5 mm
with a 1 mm diameter wire prevented the buildup of any SPPCE from the
rest of the entrance face. Hence the 1 mm wide strip of light
entering the crysta1 around x ~ 3.5 mm is crucial to the setting up
of the ring resonator that allows four-wave mixing to accur with
1ight across the rest of the aperture. It is this same region in
this crystal which the near threshold small beam measurements
presented in Fig 20 emphasised in the establishment of the diagonal
ring.

Power and intensity measurements

We have found that the crucial parameter for reaching the threshold
for SPPCE s the power Pth' rather than the intensity of the beam
incident upon the crystal (0.14 and 2.5 mW for the 7x7 and 6x4 mm
crystals, respectively). Even though the threshold intensity changed
by two orders of magnitude, the measurements in Fig 22 show that Pth
is independent of the diameter of the incident pump beam. In Fig 23
we show measurements of the SPPCR and the buildup time of the SPPCE
for both crystals as a function of the incident laser intensity which
was varied by separately changing either the laser power for a fixed
incident beam diameter or the beam diameter for a fixed incident
taser power. Somewhat surprisingly we found that both the SPPCR and
the delay time to the start of SPPCE were relatively insensitive to
the incident laser intensity at constant power. From these results
we conclude that a c¢rucial parameter which determines 1f threshold
for self-pumping is reached is the threshold energy, Eth' accumulated
on the entrance face of crystal (v 35 mJ and 200 mJ for the 7x7 and
6x4 mm crystals respectively). This behaviour can be understood
gualitatively by arguing that once inside the crystal, beams adjust
themselves to keep fixed the volume of the interaction regions
containing the holograms which produce the SPPCE - independent of the
size of the input beam. The threshold power of the incident beam
determines only if sufficient charge carriers are generated for the
gratings to be formed in the fixed volume. As shawn in Fig 23(b),

keeping the diameter of the beam fixed and increasing the incident
beam intensity by increasing its power reduces the delay time for the
appearance of self-pumped emission in a near linear fashion. Since
the time with which the gratings are written is determined by the
photoconductivity of the crystal, which ftself s inversely
proportional to the 1ight intensity, this behaviour 1s not surprising
and has been known since the original study of Feinberg .
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In summary, we have identified two types of pathways which can
simultaneously produce SPPCE in crystals of BaTio0,. By total
internal reflection at a corner, two parallel beams of roughly equal
intensity are created in the form of a loop such that the angle of
incidence to the c-axis is equal to the critical angle and the total
path length around the loop s maximised. Self-pumped phase
conjugation is most likely produced by four-wave mixing around the
entire length of this Toop of 1ight and may possibly be enhanced by
stimulated photorefracted scattering. The second mechanism producing
SPPCE couples light into and out of ring cavities which contain
counterpropagating beams and are set up in the crystal between
diagonal corners. The path length around the ring between coupling
regions maximises by creating rings which contain minimum area. If
the pump beam can separately couple into either side of the ring
independently by splitting before it reaches the ring, then the SPPCE
is stable without frequency shift relative to the pump frequency. On
the other hand, if the pump beam couples into both sides of the ring
without splitting, then both coupling regions couple to each other by
the pump beam itself as well as through the ring. Freguency shifts,
instabilities and pulsations of the SPPCE then occur. For some
crystals both stability and instability can be observed to occur
simultancously depending on the vertical position. Light entering
the crystal such that a component travels along the positive c-axis
direction can be crucial to starting up the SPPCE process. On the
other hand, when the full aperture is illuminated strong beams which
propagate with a component along the c-axis can extinguish the
SPPCE.

Rather than laser intensity, the power and energy of the incident
beam determine the threshold characteristics for SPPCE. The volumes
of the gratings which produce SPPCE appear to be fixed Independent of
the diameter of the input beanm.

By modelling bidirectional ring rescnators in photorefractive media
in a similar way to the ring resonator calculations of Yeh'®” and
inciuding the coupled interaction regions, many of the observations
presented here can be more formally predicted.



SECTION 2 SBS PHASE CONJUGATE MIRRORS

2.1 FIDELITY OF SBS PHASE CONJUGATE MIRRORS
G M Davis and M C Gower (RAL)

There has been relatively 1little detailed study of the phase
conjugate fidelity of the Stokes beam produced by a weakly aberrated
punp beam of limited coherence length when focussed directly into an
SBS medium without the use of a lightguide. Although high phase
conjugate fidelities (PCF) for such systems have been
reported(25’27), there is evidence that for beams of sufficiently
high intensity the PCF degrades during the laser pulse . The
experiments reported in this section used a KrF excimer laser to
study the SBS efficiency and PCF as a function of the focal length of
the focusing lens, linewidth and intensity of the pump beam.

Fig 24 shows the experimental arrangement used for this
investigation. The Tlaser was a home made excimer laser system
composed of an oscillator and single-pass or double-pass amplifier.
By changing the optics of the oscillator it was possible to operate
the laser with a variety of linewidths ranging from about 50cm-?! to
as narrow as 0.035cm-!. As shawn in Fig 24 two separate focusing
systems were employed to enable simultaneous monitoring of the
focal-plane spatial 1intensity profiles of the pump and SBS beanms.
Each focusing system comprised of two lenses of focal lengths
f, = +50cm and f, = +5cm which were used in a telescopic arrangement
equivalent to a single lens of 15m focal length. The pressure in two
NO, absorption cells, C, and C,, was adjusted until the fluences of
these beams in the focal plane were suitabie for recording by a diode
array (1024 pixel EG&G G-series Reticon) orientated vertically so
that the vertical profiles of the laser beam could be recorded.
Using a suitable Fabry Perot etalon the linewidth of the laser was
aiso simultaneously monitored on the same diode array. The signal
from the diode array was monitored by three storage oscilloscopes
enabling the two spatial profiles and the Fabry Perot rings to be

recorded-separately with higher resolution than could be achieved by
using a single oscilloscope.

The temporal ~'profiles of the pump and S5tokes beams were
simultaneously "monitored using the- beam splitters BS,, BS,.
photodiodes PO , PD,, and fast oscilloscopes. Using calibrated glass
attenuation filters the signals incident on these photodicdes were
reduced to a level suitable for recording on the oscilloscopes. The
filters were placed sufficiently far from the photodiodes to- ensure
that any occurrence of Jaser-induced fluorescence in the filter glass
would not affect the recording of the-temporal profiles of the laser
pulses.

Care was taken to ensure that the pump beam was uniformly polarised
in freont of the focusing lens, L,. For each laser 1inewidth one of a
range of focal length lenses was used to focus the pump beam into
either a 30cm or a 100cm long SBS cell. In each case, the pump beam
was focused to a position in the liquid sufficiently far from the
input face of the cell so as not to cause damage to the fused silica
window. Provided that window damage was avoided the quality of the
SBS beam did not appear to be affected by the precise position of the
focus in the S5B5 cell.  However, in order to maximise the SBS
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Fig 24 FExperimental arrangement for the SBS fidelity measurements.



reflectivity the length of the active medium was min1m1s¢d so that
the absorption in the liquid was kept to a minimum.

A third NO, absorption cell, C,, was used to vary the power of the
incident pump beam. For each laser pulse, the variation with pump
power of the spatial and temporal characteristics of the pump and SBS
beams was recorded. Using a joulemeter to simultaneously record the
energy incident on the SBS cell and the signal from the photodiode
PD,, 1t was possible to calibrate this photodiode in terms of the
instantaneous power of the pump beam at the input window of the SBS
cell. Calibration of the reflectivity of the SBS mirror was achieved
by replacing the 5BS mirror with a normal incidence fused silica flat
of known reflectivity. In calculating the reflectivity of the SBS
cell account was taken of the Fresnel losses.of the focusing lens,
L,, and the $BS cell input window. '

Fig 25 shows the variation of the SBS energy reflectivity with the
punp Taser coherence length for an incident pump power of 10®W. Each
curve s for a focusing lens of different focal Tength. HWe see that
for the longer coherence lengths the SBS reflectivity is Insensitive
to the focal length of the lens. For long coherence lengths, growth
of the Stokes wave can take place coherently over the full focal
region 29, This behaviour can be further understood by noting
that for several simple spatial beam profiles the integrated
intensity-length product (Ii: 1.d1} is independent of the focal
length of the lens. As the laser ccherence length decreases the
length of the active medium over which the Stokes beam can
efficiently grow becones smaller due to the lack of mutual coherence
between the Stokes and pump waves. Thus as shown by the data in Fig
25 as the laser coherence Tlength decreases the SBS energy
reflectivity depends more and more strongly on the focal length of
the focusing lens. Similar trends were observed for all pump powers
between 10% and 105W.

Fig 26 shows representative pictures of the variation with pump power
of the far field spatial profiles of the SBS beam compared with that
of the pump beam profile as recorded by the diode array at the focal
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plan of the 15m telescope shown in Fig 24. We see that as the pump
power increases the profile of the SBS beam becomes wider and has
more random intensity variations than the pump béam.

To examine the dependence of the 585 PCF as a function of laser
1inewidth and pump power it is convenient to define the fidelity as
the full width at half maximum (FWHM) of the focal plane spatial
profile of the pump beam divided by that of the corresponding
smoothed SBS profile. Fig 27 shows that for a fixed pump power the
variation of the SBS PCF as a function of the laser coherence length.
The insensitivity of fidelity on coherence length is representative
of additional data taken using other Taser powers and focusing lenses
to those shown in this figure.

In Fig 28 we show the variation of SBS PCF as a function of the pump
power for different focusing lenses. These data are taken by
averaging results obtained at several different coherence lengths at
each value of pump power. We see from Fig 28 that as the pump power
increases above the $BS threshold the trend is for the PC fidelity to
decrease from values near unity. Since the SBS focal plane spatlial
profile has an increasingly random intensity distribution at higher
pump powers (see Fig 26) we attribute this decrease in fidelity at
higher pump powers te the onset of electrostrictional self-focusing.
It then appears from the data shown. in Figs 25 and 27 that, compared
to the 5BS reflectivity, the onset of such self-focusing is less
dependent on the laser coherence length. )

In conclusion we have shown that provided the laser coherence length
is longer than the length of the focal region over which the SBS wave
grows rapidly (approximately 1.5 times the Rayleigh range for a
Gaussian beam }, reflectivities of » 20% can be obtained and are
independent of the focal length of the focusing lens. Using lang

coherence Tlengths high SBS reflectivity can be produced. For laser

powers close to the threshold for SBS values of the PCF near unity
can be obtained. However, as the laser power is increased the trend
is for the PCF to decrease. We attribute this decreasing PCF to
electrostrictional self-focusing which splits up the pump beam into
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Fig 26 Focal plane spatial fluence profiles of the $BS and pump beams
for three pump powers. In each case the laser linewidth was 0.2Zem~!
and a 10cm focal length lens was used to focus the pump beam into the
liguid.

(a) pump power of l0*W, SBS energy reflectivity of 24%, SBS
fidelity of 0.59.

{b) . pump power of 2 x 105W, 5BS energy reflectivity of 74%, SBS
fidelity of 0.18.

(c) pump power of l10°W, SBS energy reflectivity of 100%, S5BS
fidelity of 0.17.

Note that (a), (b) and (¢} have different horizontal scales.
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Fig 27 Variation of SBS fidelity as a function of pump laser coherence

length. The laser pump power was 2.5 x 10°W and a 35cm focal length
lens was used to focus the laser into the SBS liquid.
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Fig 28 5BS fidelity versus pump power for three different focusing
lenses. Each curve represents an average of the data for several
different laser Iinewidths.
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filaments that can each produce a Stokes wave. Since each of these
filamentary 5BS waves will originate with an arbitrary phase, the PCF
of the total generated SBS wave {s expected to degrade.

2.2 PULSE SHORTENING OF A KrF EXCIMER LASER USING TRUNCATED SBS

M C Gower (RAL)

Stimulated Brillouin scattering in gases and 11quid5,(3§s an
established technique for generating phase conjugate mirrors and
in(gpzarﬂz):uTar has been used to generate such devices at 213,9
nm ' While some pulse shortening of the backscattered beam s
observed, well above the fntensity threshold for SBS the
backscattered 1light has approximately the same temporal
characteristics as the pump beam. However, if the focussed pump beam
is allowed to break down and produce a plasma in the Brillouin active
medium (at the surface of a liguid, for example) then it is known
that the stimuTated backscattered 1ight becomes truncated and can be
of a considerably shorter duration than the pump beam'="" . When
using this method of truncated stimulated Brillouin scattering
{TRUBS) backscattered pulses as short as © 100 psec and ~ 20 psec can
be produced when using XeCl and dye laser pump sources
respect1ve1y(3 ' . In the work described here we present results
on pulse shortening at 249 nm using TRUBS with a high energy KrF
laser source and 1iquid hexane as the active Brillouin medium.

In Fig 29 we show the experimental set-up. The amplifier section of
a Lamda Physik EMG 150 Taser was used to amplify on a single pass the
output from the 1ine narrowed oscillator section. The 1inewidth of
this pump radiation was ~ 0.2cm-! and had an energy of ~100mJ. Shown
in Fig 29 is the SBS signal in cases when no breakdown occurred at
the scattering liquid and when breakdown occurred on its surface. As
can be seen the pulse is shortening from ~6 nsec FWHM for SBS to ~1.7
nsec for TRUBS. However, in the case for TRUBS the trailing edge of
the pulse does not rapidly drop. By comparison the trailing edge of



TRUBS when using XeCl and dye_laser sources can be as short as 50
psec and 20 psec respectively ' "’ This incomplete truncation of
the backscattered light at 249 nm may be a result of the plasma spark
created at the liguid-air interface being insufficiently dense so
that the plasma frequency is too low for strong attenuation of
wavelengths shorter than ~300 nm. Partial truncation of the S$BS
return at this wavelength could still occur by refractive effects in
the plasma although these effects would tend to scatter rather than
attenuate the beam. Because of the poor contrast of the TRUBS pulse
shown 1n Fig 29, this technique is of 1imited use when further
amplification of the pulse in high gain excimer amplifier modules is
contemplated.
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Fig 29 Pulse shortening by truncated stimulated Brillouin scattering
in hexane at 249nm.

SECTION 3 EXCIMER LASER PHOTOABLATION OF SEMICONDUCTOR MATERIALS

3.1 HfGH,RESOLUTIﬁN DIRECT LASER ETCHING OF GaAs

D W Thomas (Portsmouth Fo1ytechnic)
& M Davis and M C Gower (RAL)

In this section we describe the direct laser etching characteristics
of GaAs substrates at wavelengths of 193nm (ArF) and 248nm- {KrF).
This work differs from that described previously‘'®® °-', in that the
etching was performed in air without the assistance of special gas or
1iquid phase reactants. To our knowledge there has been no detailed
study of the direct etching of compound semiconductors when exposed
in air to excimer laser radiation. It is generally assumed that such
etching by ablation of material will leave rough and damaged surfaces
so that the technique is often dismissed_as unsuitable for high
resolution etching of III-V semiconductors 35’38'39). In this paper
we show that high resolution direct etching of GaAs is possible using
excimer lasers. Such a process may have applications in the area of

_device fabrication for microelectronics and integrated optics. The

measurements of the threshold at which damage or etching occurs to
compound semiconductors may also be useful for determining the
Timiting laser fluence acceptable for laser-assisted processing
techniques such as laser chemical vapour deposition.

A pulsed excimer laser (Oxford Lasers Model KX2) which was operated
on either KrfF (248nm) or ArF (193nm), illuminated the GaAs substrates

“through 200um square apertuﬁes.uf a. free-standing copper mask pressed

into contact with the substrate. For both wavelengths the laser
pulse. duration was about 20ns full width at half maximum. The
substrates were undoped (100)-oriented, 420um—thick, polished GaAs
wafers. -

A 1mm diameter aperture was used to select a uniform pertion of the
laser beam and te measure the laser fluence incident upon the
substrate. The exposing fluence was varied by changing the distance
of the substrate from a 50cm focal length lens used to focus the:
laser beam. During each etch the fluence i1luminating the mask was‘



monitored by recording the reflected signal frem a beam splitter.
For each fluence the substrate was exposed to 1000 laser pulses at a
repetition rate of lpps. Prior to measurement of the etch depths,
the substrates were cleaned in an ultrasonic bath of alcohel to
remove most of the surface debris that resulted from the etching
process. The etch depths were measured to an accuracy of #0.05um
using an nterference microscope.

In Fig 30 we show measurements of the varfation of the average etch
depth per pulse as a function of the Incident exposing fluence. The
variation in etch depth over all of the exposed 200um square
apertures was measured and 1s indicated by the root mean square (rms)
deviation error bars shown in Fig 30. For this figure the fluences
shown are the values averaged over the 1000 laser pulses and the
error bars indicate the rms deviation in fluence during the exposure.
It is 1immediately apparent from this figure that removal of GaAs
material by the direct etching of the sample occurs at much lower
fluences (<1J/cm?) than has hitherto been observed for KrF and Arf
eXxcimer laser sputtering of metals or etching of silicon or
of diamond The quantity of material removed by each Taser pulse
by this direct etching of GaAs 1s comparable to that removed b% ArF
excimer laser-induced gas phase chemical etching of GaAs(3 $37)
although the laser fluences used Tn our experiments were typically an
order of magnitude higher than those employed for photochemical
etching at 193nm.

Since only those photons which are absorbed in the GaAs can cause
etching of the substrate, one important parameter for this process is
the fluence, E=E(1-R) absorbed by the GaAs. R 1s the reflectance of
the GaAs, which has values of 0.507 and 0.668 at wavelengths of 193nm
and 248nm respectively 43 , and E 15 the fluence Tncident upcn the
substrate. The fluence absorbed at the threshold for etching of
GaAs, ET=ET(1—R), was 23mJ/cm? and 33mJ/cm? at 193 and 248nm
respectively. We note that while these fluence thresholds are
~ similar to those encountered 1n the excimer laser ablative
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photodecomposition of polymers, once above threshold the etch depths
per pulse are approximately two orders of magnitude less than for
polymers .

The morphology of the etched regions was examined using Nomarsky and
scanning electron microscopes. Figs 31(a) and (b) show typical
etches for fluences close to the thresholds at 193mm and 248nm
respectively. For exposures at both of these wavelengths the
undutating diffraction pattern etched into the substrate is clearly
visible. . At these low fluences the depths measured were spatial
averages of these undulations. As shown in Figs 31(c) (ArF) and (d)
(KrF), at higher fluences the etched regions become more smooth. It
appears that at these higher fluences the surface temperature of the
GaAs is raised sufficiently to cause melting of the substrate. From
calometric considerations we estimate that the surface
temperature of the GaAs at the end of the laser pulse is increased by
AT where AT=E(1-R)/CpS, and the heat penetration depth 5=VKt/pC where
C, p, t and K are the specific heat capacity, density, laser pulse
length and thermal conductivity respectively. With 1=20ns and values
of the thermal parameters at a temperature of 900K taken from Ref
(46), we calculate that for the 300mJ/cm? fluences used in Figures
31(c) and (d) the surface temperature reaches about 1B00K and is
comparable to the melting point of GaAs (=1500K).

Further experiments have shown that when irradiating the substrate at
wavelengths of 193nm and 248nm in both vacuum (10-2 torr) or N, {1
atm} environments the etch depth per pulse is less than a guarter of
that observed when exposure takes place in air. In addition, very
1ittle etching of GaAs occurred in either an air or N, environment
when {rradiation was performed using an XeF excimer laser at the
longer wavelength of 35lnm. Hence 1t appears that for the shorter
wavelength excimers some etching occurs by photochemically induced
reactions of the atmospheric oxygen with the GaAs substrate.
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Fig 32 Scanning electron micrograph of a l.5um-period grating etched
into a GaAs gubstrate. This grating pattern was produced by the
interference of two mutually coherent KrF excimer laser beams at the
313 surface of the substrate. Each laser beam had a fluence of about
160mJ/cm? and 100 laser pulses were used at a repetition rate of 2pps.

Fig 30 Average etch depth per pulse versus incident exposing fluence
for GaAs (100} substrates using ArF and KrF excimer lasers.  The
average etch depth per pulse shown in this graph represents the total
depth of GaAs which has been etched divided by the number of laser

pulses (1000). For 193nm and 248nm the threshold fluences, Ep, are
shown.




To investigate the resclution capabilities of this etching process
the substrates were illuminated with the sinusoidal fluence variation
produced by the interference of two mutually coherent excimer laser
beams. After travelling equal path lengths two beams from a
line-narrowed (0.3cm-* T1inewlidth) KrF excimer laser (Lambda Physik
model EMG 150EST) were made to overlap at the GaAs -substrate. The
sinusoidal pattern produced at the sample then caused ablatlon. From
the scanning electron micrograph shown in Fig 32 1.5um-period grating
etched into the substrate 1s clearly visible and demonstrates the
potential resoclution capability of this direct etching technigue.
Such sinusoidal structures in GaAs are of interest as couplers in
integrated optical devices .

In conclusfon, using UV excimer lasers at 193 and 248nm we have
demonstrated high resolution direct etching of bulk samples of GaAs.
The threshold fluence,’ ET. for the process depends slightly on the
wavelength and 1is between 20 to 30md/cm?, By using a two beam
Interference pattern to directly etch the substrate. 1.5um-period
sinusgidal gratings in GaAs were produced. This (low temperature)
direct etching technique may find applications te the fabrication of
integrated optical devices, laser diodes and microcircuits.
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